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推荐序

很多年前我就是这本书的“粉丝” T,这是一本伟大的书，第三版尤其如此。这些世界 级的专家不仅仅分享他们的专业知识，也花了很多时间来更新和添加新的章节，且都是 高品质的内容。本书有大量关于如何获得MySQL高性能的细节信息，并且关注的是提 升性能的过程，而不仅仅是描述事实结果和琐碎的细枝末节。这本书将告诉读者如何将 事情做得更好，不管MySQL在不同版本中的行为有多么大的改变。

毫无疑问，本书的作者是唯一有资格来写这么一本书的人，他们经验丰富，有合理的方法, 关注效率,并且精益求精。说到经验丰富,本书的作者已经在MySQL性能领域工作多年, 从MySQL还没有什么可扩展性和可测量性的时代，直到现在这些方面已经有了长足的 进步。而说到合理的方法，他们简直把这件事情当成了科学，首先定义需要解决的问题, 然后通过合理的猜测和精确的测量来解决问题。

我对作者在效率方面的关注尤其印象深刻。作为顾问，他们时间宝贵。客户是按照他们 的时间付费的，所以都希望能更快地解决问题。所以本书作者定义了一整套的流程，开 发了很多的工具，让事情变得正确和高效。在本书中，作者详细描述了这些流程，并且 发布了工具的源代码。

最后，本书作者在工作上一直精益求精。比如从吞吐量到响应时间的关注，致力于了解 MySQL在新硬件上的性能表现，追求新的技能如排队理论对性能的影响，等等。

我相信本书预示了 MySQL的光明前景。MySQL已经支持高要求的工作负载，本书作者 也在努力提升MySQL社区内对性能的认识。同时，他们还直接为性能提升做出了贡献, 包括XtraDB和XtraBackup。一直以来我从他们身上学到了不少东西，也希望读者多花 点时间读读本书，一定会同样有所收益。

Mark Callaghan, Facebook 软件工程师

刖言

我们写这本书不仅仅是为了满足MySQL应用开发者的需求，也是为了满足MySQL数 据库管理员的需要。我们假定读者已经有了一定的MySQL基础。我们还假定读者对于 系统管理、网络和类Unix的操作系统都有一些了解。

本书的第二版为读者提供了大量的信息，但没有一本书是可以涵盖一个主题的所有方面 有。在第二版和第三版之间的这段时间里，我们记录了数以千计有趣的问题，其中有些 是我们解决的，也有一些是我们观察到其他人解决的。当我们在规划第三版的时候发现， 如果要把这些主题党全覆盖，可能三千页到五千页的篇幅都还不够，这样本书的完成就 遥遥无期了。在反思这个问题后，我们意识到第二版强调的广泛的覆盖度事实上有其自 身的限制，从某种意义上来说也没有引导读者如何按照MySQL的方式来思考问题。

所以第三版和第二版的关注点有很大的不同。我们虽然还是会包含很多的信息，并且会 强调同样的诸如可靠性和正确性的目标，但我们也会在本书中尝试更深入的讨论：我们 会指出MySQL为什么会这样做，而不是MySQL做了什么。我们会使用更多的演示和 案例学习来将上述原则落地。通过这样的方式，我们希望能够尝试回到下面这样的问题： “给出MySQL的内部结构和操作，对于实际应用能带来什么帮助？为什么能有这样的帮 助？如何让MySQL适合（或者不适合）特定的需求？ ”

最后，我们希望关于MySQL内部原理的知识能够帮助大家解决本书没有覆盖到的一些 情况。我们更希望读者能培养发现新问题的洞察力，能学习和实践合理的方式来设计、 维护和诊断基于MySQL的系统。

本书是如何组织的

本书涵盖了许多复杂的主题。在这里，我们将解释一下是如何将这些主题有序地组织在 一起的，以便于阅读和学习。

概述

第1章是非常基础的一章，在更深入地学习之前建议先熟悉一下这部分内容。在有效地 使用MySQL之前应当理解它是如何组织的。本章解释了 MySQL的架构及其存储引擎 的关键设计。如果读者还不太熟悉关系数据库和事务的基础知识，本章也可以带来一点 帮助。如果之前已经对其他关系数据库如Oracle比较熟悉，本章也可以帮助读者了解 MySQL的入门知识。本章还包括了一点MySQL的历史背景:MySQL随着时间的演进、 最近的公司所有权更替，以及我们认为比较重要的内容。

打造坚实的基础

本书前几章的内容在今后使用MySQL的过程中可能会被不断地引用到，它们是非常基 础的内容。

第2章讨论了基准测试的基础，例如服务器可以处理的工作负载的类型、处理特定任务 的速度等。基准测试是一项至关重要的技能，可用于评估服务器在不同负载下的表现， 但也要明白在什么情况下基准测试不能发挥作用。

第3章介绍了我们常用于故障诊断和服务器性能问题分析的一种面向响应时间的方法。 该方法已经被证明可以解决我们曾碰到过的一些极为棘手的问题。当然也可以选择修改 我们所使用的方法（实际上我们的方法也是从Cary Millsap的方法修改而来的），但无论 如何，至少不能没有方法胡乱猜测。

从第4章到第6章，连续介绍了三个关于良好的数据库逻辑设计和物理设计基础的话 题。第4章涵盖了不同数据类型的细节差别以及表设计的原则。第5章则展开讨论了索 引，这是数据库的物理设计。对于索引的深入理解和利用是高效使用MySQL的基础， 相信这一章会经常需要回头翻看。而第6章则包含了分析MySQL的査询是如何执行 的，以及如何利用査询优化器的话题。该章也包含了大量常见类型査询的例子，演示了 MySQL是如何做好工作的，以及如何改写査询以利用MySQL的特性。

到此为止，已经覆盖了关于数据库的基础内容：表、索引、数据和査询。第7章则在 MySQL基础知识之外介绍了 MySQL的高级特性是如何工作的。这章的内容包括分区、 存储引擎、触发器，以及字符集。MySQL中这些特性的实现可能不同于其他数据库， 可能之前读者并不清楚这些不同，因此理解它们对于性能可能会带来新的收益。

配置应用程序

接下来的两章讲述的是如何让MySQL、应用程序及硬件一起很好地工作。第8章介绍 了如何配置MySQL,以便更好地利用硬件，达到更好的可靠性和鲁棒性。第9章解释

了如何让操作系统和硬件工作得更好。另外也深入讨论了固态硬盘，为高可扩展性应用 发挥更好的性能提供了硬件配置的建议。

上面两章都一定程度地涉及了 MySQL的内部知识。这将会是一个反复出现的主题，附 录中也会有相关内容可以学习到MySQL的内部是如何实现的，理解了这些知识将帮助 读者更好地理解某些现象背后的原理。

作为基础设施组件的MySQL

MySQL不是存在于真空中的，而是应用整体的一个环节，因此需要考虑整个应用架构 的鲁棒性。下面的章节将告诉我们该如何做到这一点。

第10章讨论了 MySQL的杀手级特性：能够设置多个服务器从一台主服务器同步数据。 不幸的是，复制可能也是MySQL给很多用户带来困扰的一个特性。但实际上不应该发 生这样的情况，本章将告诉你如何让复制运行得更好。

第11章讨论了什么是可扩展性（这和性能不是一回事），应用和系统为什么会无法扩展， 该怎么改善扩展性。如果能够正确地处理，MySQL的可扩展性是足以应付任何需求的。 第12章讲述的是和可扩展性相关但又完全不同的主题：如何保障MySQL稳定而正确地 持续运行。第13章将告诉你当MySQL在云计算环境中运行时会有什么不同的事情发生。

第14章解释了什么是全方位的优化（full・stack optimization）,就是从前端到后端的整体 优化，从用户体验开始直到数据库。

即使是世界上设计最好、最具可扩展性的架构，如果停电会导致彻底崩溃，无法抵御恶 意攻击，解决不了应用的bug和程序员的错误，以及其他一些灾难场景，那就不是什么 好的架构。第15章讨论了 MySQL数据库各种备份与恢复的场景。这些策略可以帮助读 者减少在各种不可抗的硬件失效时的宕机时间，保证在各种灾难下的数据最终可恢复。

其他有用的主题

在本书的最后一章以及附录中，我们探讨了一些无法明确地放到前面章节的内容，以及 一些被前面多个章节引用而需要特别注意的主题。

第16章探索了一些可以帮助用户更有效地管理和监控MySQL服务器的工具，有些是开 源的，也有些是商业的。

附录A介绍了近年来成长迅速的三个主要的非MySQL官方版本，其中一个是我们公 司在维护的产品。知道还有其他什么是可用的选择是有价值的；很多MySQL难以解决 的棘手问题在其他的变种版本中说不定就不是问题了。这三个版本中的两个（Percona Server和MariaDB)是MySQL的完全可替换版本，所以尝试使用的成本相对来说是很 低的。.当然，在这里我们也需要补充一点，Oracle提供的MySQL官方版本对于大多数 用户来说都能服务得很好。

附录B演示了如何检查MySQL服务器。知道如何从服务器获取状态信息是非常重要的； 而了解这些状态代表的意义则更加重要。这里将覆盖SHOW INNODB STATUS的输出结果， 因此这里包含了 InnoDB事务存储引擎的深入信息。在这个附录中讨论了很多InnoDB 的内部信息。

附录C演示了如何高效地将大文件从一个地方复制到另外一个地方。如果要管理大量的 数据，这种操作是经常都会碰到的。附录D演示了如何真正地使用并理解EXPLAIN命 令。附录E演示了如何破除不同査询所请求的锁互相干扰的问题。最后，附录F介绍了 Sphinx, 一个基于MySQL的高性能的全文索引系统。

软件版本与可用性

MySQL是一个移动靶从Jeremy写作本书第一版到现在，MySQL已经发布了好几个 版本。当本书第一版的初稿交给出版社的时候，MySQL 4.1和5.0还只是alpha版本， 而如今MySQL 5.1和5.5已经是很多在线应用的主力版本。在我们写完这第三版的时候， MySQL 5.6也即将发布。

本书的内容并不依赖某一个具体的版本。相反，我们会利用自己在实际环境中获得的更 广泛的知识。本书的核心内容主要关注MySQL 5.1和5.5版本，因为我们认为这是“当前” 的版本。本书的大多数例子都假设运行在MySQL 5.1的某个成熟版本上，比如MySQL 5丄50或者更高的版本。对于在旧版本中可能不存在，或者只在即将到来的5.6版本中 出现的特性或者功能，我们也会特别标注出来。然而，关于某个MySQL版本的特性的 权威指南还是要看官方文档。在阅读本书时，建议随时访问在线官方文档的相关内容 *(<http://devinysql.com/doc/>) o*

MySQL的另外一个伟大特点是能够运行在现今流行的所有平台：Mac OS X, Windows, GNU/Linux, Solaris, FreeBSD,以及只要你能举出名字的其他平台。然而，本书主要基 于GNU/Linux曲和其他类Unix系统。Windows的用户可能会碰到一些困难。比如说文 件路径就和Windows完全不一样。我们也会引用一些Unix的命令行工具，我们假设读 者能够知道Windows上对应的工具是什么注2。

注1 ： 为了避免产生疑惑,如果我们指的是内核的时候用的是Linux,如果指的是支持应用的整个操作系 统环境的时候用的是GNU/Linuxo

注 2 ： 可以从 *<http://unxutils.sourcefbrge.net>* 或者 *<http://gnuwin32.Sourceforge.net>* 获得 Unix 工具的 Windows 兼

容版本。

在Windows上搞MySQL的另外一个难点是Perl。MySQL中有很多有用的工具是用 Perl写的。在本书的一些章节中，也有一些Perl脚本，在此基础上可以构建更加复杂 的工具。Percona Toolkit是不可多得的MySQL管理工具，也是用Perl写的。然而， Windows平台默认是没有Perl环境的。为了使用这些工具，需要从ActiveState下载Perl 的Windows版本，以及访问MySQL所需要的一些额外的模块(DBI和DBD::MySQL)。

本书使用的约定

下面是本书中使用的一些约定。

斜体*(Italic)*

新的名字、URL、邮件地址、用户名、主机名、文件名、文件扩展名、路径名、目录, 以及Unix命令和工具都使用斜体表示。

等宽字体(Constant width)

包括代码元素、配置选项、数据库和表名、变量和值、函数、模块、文件内容、命 令输出等，使用的是等宽字体。

加粗的等宽字体**(Constant width bold)**

命令或者其他需要用户输入的文本，命令输出中需要强调的某些内容，会使用加粗 的等宽字体。

斜体的等宽字体(Cssta/7t *width italic)*

需要用户替换的文本以斜体的等宽字体表示。

I\*5—|这个图标表示提示、建议，或者一般的记录。

[ j这个图标表示一个警告或者提醒。

使用示例代码

本书的目标是为了帮助读者更好地工作。一般来说，你可以在程序或者文档中使用本书 中的代码。只要不是大规模地复制重要的代码，使用的时候不需要联系我们。例如，你 编写的程序中如果只是使用了本书部分的代码片段则无须取得授权，而出售或者分发 (TReilly书籍示例代码的CD-ROM盘片则需要经过授权。弓I用本书的代码回答问题也无 须取得授权，而大量引用本书的示例代码到产品文档中则需要获取授权。

示例代码维护在*http://www.highperfmysql.com*站点中，会及时保持更新。但我们无法确 保代码会跟随每一个MySQL的小版本进行更新和测试。

我们欢迎大家在使用了本书代码后进行反馈，但这不是一个强制要求。反馈时请提供 标题、作者、出版公司和 ISBNo 例如：*"High Performance MySQL, Third Edition,* by Baron Schwartz et al. (O'Reilly). Copyright 2012 Baron Schwartz, Peter Zaitsev, and Vadim Tkachenko, 978-1-449-31428-6" o

如果你使用了本书的代码，但又不在上面描述的一些无须授权的范围之内，不确定是否 需要获取授权时，请联系*permissions@oreilly.como*

Safari在线书店

**Safari ^** Safari在线书店*(www.safaribooksonline.com)*是一家提供定制服务的数 字图书馆，提供技术和商务领域内顶级作家的高质量内容的书籍和音像制 品。很多技术专家、软件开发者、Web设计师、商务人士和创新专家都将 Safari在线书店作为他们研究、解决问题、学习和认证练习的首选资料来源。

Safari在线书店为组织、政府机构和个人提供了一系列的产品组合和定价计划。订阅者 可以访问数以千计的图书、培训视频和手稿，这些存在于一个可搜索的数据库中，涵盖 的出版公司有 O'Reilly Media, Prentice Hall Professional, Addison-Wesley Professional, Microsoft Press, Sams, Que, Peachpit Press, Focal Press, Cisco Press, John Wiley & Sons, Syngress, Morgan Kaufmann, IBM Redbooks, Packt, Adobe Press, FT Press, Apress, Manning, New Riders, McGraw-Hill, Jones & Bartlett, Course Technology,等等。如需了 解更多关于Safari在线书店的情况，请访问在线网站。

如何联系我们

若有关于本书的任何评论或者问题，请和出版公司联系。

美国:

O'Reilly Media, Inc.

1005 Gravenstein Highway North

Sebastopol, CA 95472

中国：

北京市西城区西直门南大街2号成铭大厦C座807室(100035)

奥莱利技术咨询(北京)有限公司

本书有一个配套的网页，上面列出了勘误表、示例代码及其他相关信息。下面是此网页 的地址：

*<http://shop.oreilly.com/product/0636920022343.do>*

如果有关于本书的评论和技术问题，也可以通过邮件进行沟通：

*bookquestions@oreilly. com*

如果想了解更多关于我们出版公司的书籍、会议、资源中心和0Reilly网络的信息，请 访问网站：

*h ttp://www. orei I ly. com*

我们的 Facebook : *<http://facebook.com/oreilly>*

我们的 Twitter : *<http://twitter>, com/oreillymedia*

我们的 YouTube : *<http://www.youtube.com/oreillymedia>*

当然，读者也可以直接和作者取得联系，可以访问作者的公司网站*<http://www.percona>. com。*我们将乐于收到大家的反馈。

本书第三版的致谢

感谢以下人员给予的各种帮助：Brian Aker, Johan Andersson, Espen Braekken, Mark Callaghan, James Day, Maciej Dobrzanski, Ewen Fortune, Dave Hildebrandt, Fernando Ipar, Haidong Ji, Giuseppe Maxia, Aurimas Mikalauskas, Istvan Podor, Yves Trudeau, Matt Yonkovit, Alex Yurchenkoo感谢Percona公司的所有员工，多年来为本书提供了无数的 支持。感谢很多著名博主注3和技术大会的演讲者，他们为本书的很多思想提供了大量 的素材，尤其是Yoshinori Matsunobuo另外也要感谢本书前面两版的作者：Jeremy D. Zawodny、Derek J. Balling 和 Aijen Lentzo 感谢 Andy Oram、Rachel Head,以及 O\*Reilly 的整个编辑团队，你们为本书的出版和发行做了卓有成效的工作。非常感谢Oracle的 才华横溢且专注的MySQL团队，以及所有之前的MySQL开发者，不管你现在是在 SkySQL还是在Monty团队。

Baron也要感谢他的妻子Lynn、他的母亲Connie,以及他的岳父母Jane和Roger,感谢 他们一如既往地支持他的工作，尤其是不断地鼓励他，并且承担了所有的家务和照顾整 个家庭的重任。也要感谢Peter和Vadim,你们是如此优秀的老师和同事。Baron将此版

注3 ： 在*<http://planet>, mysql.com*网站上可以找到很多优秀的技术博客。

本献给Alan Rimm-Kaufman,以纪念他给予的伟大的爱和鼓励，这些都将永志不忘。

本书第二版的致谢

Sphinx的开发者Andrew Aksyonoff编写了附录Fo我们非常感谢他首次对此进行深入的 讨论。

在编写本书的时候，我们得到了很多人的无私帮助。在此无法一一列举——我们真的非 常感谢MySQL社区和MySQL AB公司的每一个人。下面是对本书做出了直接贡献的人， 如有遗漏，还请见谅。他们是：Tobias Asplund, Igor Babaev, Pascal Borghino, Roland Bouman, Ronald Bradford, Mark Callaghan, Jeremy Cole, Britt Crawford 和他的 HiveDB 项目，Vasil Dimov, Harrison Fisk, Florian Haas, Dmitri Joukovski 和他的 Zmanda 项目 （同时感谢 Dmitri 为解释 LVM 快照提供的配图），Alan Kasindorf, Sheeri Kritzer Cabral, Marko Makela, Giuseppe Maxia, Paul McCullagh, B. Keith Murphy, Dhiren Patel, Sergey Petrunia, Alexander Rubin, Paul Tuckfield, Heikki Tuuri,以及 Michael "Monty" Wideniuso

在这里还要特别感谢O\*Reilly的编辑Andy Oram和助理编辑Isabel Kunkle,以及审稿人 Rachel Wheeler,同时也要感谢OJReilly团队的其他所有成员。

来自Baron

我要感谢我的妻子Lynn Rainville和小狗Carbono如果你也曾写过一本书，我相信你 就能体会到我是如何地感谢他们。我也非常感谢Alan Rimm-Kaufman和我在Rimm- Kaufman集团的同事，在写书的过程中，他们给了我支持和鼓励。谢谢Peter. Vadim和 Aqen,是你们给了我梦想成真的机会。最后，我要感谢Jeremy和Derek为我们开了个好头。

来自Peter

我从事MySQL性能和可扩展性方面的演讲、培训和咨询工作已经很多年了，我一直想 把它们扩展到更多的受众。因此，当Andy Oram加入到本书的编写当中时，我感到非常 兴奋。此前我没有写过书，所以我对所需要的时间和精力都毫无把握。一开始我们谈到 只对第一版做一些更新，以跟上MySQL最新的版本升级，但我们想把更多新素材加入 到书中，结果几乎相当于重写了整本书。

这本书是真正的团队合作的结晶。因为我忙于Percona公司的事情——这是我和Vadim 的咨询公司，而且英语并非我的第一语言，所以我们有着不同的角色分工。我负责提供 大纲和技术性内容，评审所有的材料，在写作的时候再进行修订和扩展。当Aijen （MySQL 文档团队的前负责人）加入之后，我们就开始勾画出整个提纲。在Baron加入后，一切 才开始真正行动起来，他能够以不可思议的速度编写出高质量的内容。Vadim则在深入 检査MySQL源代码和提供基准测试及其他研究来巩固我们的论点时提供了巨大的帮助。

当我们编写本书时，我们发现有越来越多的领域需要刨根问底。本书的大部分主题，如 复制、査询优化、InnoDB.架构和设计都足以单独成书。因此，有时候我们不得不在某 个点停止深入，把余下的材料用在将来可能出版的新版本中，或者我们的博客、演讲和 技术文章中。
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第**1**章**a**

MySQL架构与历史

和其他数据库系统相比，MySQL有点与众不同，它的架构可以在多种不同场景中应用 并发挥好的作用，但同时也会带来一点选择上的困难。MySQL并不完美，却足够灵活， 能够适应高要求的环境，例如Web类应用。同时，MySQL既可以嵌入到应用程序中， 也可以支持数据仓库、内容索引和部署软件、高可用的冗余系统、在线事务处理系统 (OLTP)等各种应用类型。

为了充分发挥MySQL的性能并顺利地使用，就必须理解其设计。MySQL的灵活性体 现在很多方面。例如，你可以通过配置使它在不同的硬件上都运行得很好，也可以支持 多种不同的数据类型。但是，MySQL最重要、最与众不同的特性是它的存储引擎架构， 这种架构的设计将査询处理(Query Processing)及其他系统任务(Server Task)和数据 的存储/提取相分离。这种处理和存储分离的设计可以在使用时根据性能、特性，以及 其他需求来选择数据存储的方式。

本章概要地描述了 MySQL的服务器架构、各种存储引擎之间的主要区别，以及这些区 别的重要性。另外也会回顾一下MySQL的历史背景和基准测试，并试图通过简化细节 和演示案例来讨论MySQL的原理。这些讨论无论是对数据库一无所知的新手，还是熟 知其他数据库的专家，都不无裨益。

1.1 MySQL逻辑架构

如果能在头脑中构建出一幅MySQL各组件之间如何协同工作的架构图，就会有助于深 入理解MySQL服务器。图1・1展示了 MySQL的逻辑架构图。
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图1・1： MySQL服务器逻辑架构图

最上层的服务并不是MySQL所独有的，大多数基于网络的客户端/服务器的工具或者 服务都有类似的架构。比如连接处理、授权认证、安全等等。

第二层架构是MySQL比较有意思的部分。大多数MySQL的核心服务功能都在这一层， DZ＞包括査询解析、分析、优化、缓存以及所有的内置函数（例如，日期、时间、数学和加

密函数），所有跨存储引擎的功能都在这一层实现：存储过程、触发器、视图等。

第三层包含了存储引擎。存储引擎负责MySQL中数据的存储和提取。和GNU/Linux T 的各种文件系统一样，每个存储引擎都有它的优势和劣势。服务器通过API与存储引擎 进行通信。这些接口屏蔽了不同存储引擎之间的差异，使得这些差异对上层的査询过程 ' 透明。存储引擎API包含几十个底层函数，用于执行诸如“开始一个事务”或者“根据 主键提取一行记录”等操作。但存储引擎不会去解析SQL注不同存储引擎之间也不会 相互通信，而只是简单地响应上层服务器的请求。

1.1.1连接管理与安全性

每个客户端连接都会在服务器进程中拥有一个线程，这个连接的査询只会在这个单独的 线程中执行，该线程只能轮流在某个CPU核心或者CPU中运行。服务器会负责缓存线 程，因此不需要为每一个新建的连接创建或者销毁线程注2。

当客户端（应用）连接到MySQL服务器时,服务器需要对其进行认证。认证基于用户名、

注1： InnoDB是一个例外，它会解析外键定义，因为MySQL服务器本身没有实现该功能。

注2： MySQL 5.5或者更新的版本提供了一个API,支持线程池（Thread-Pooling）插件，可以使用池中 少量的线程来服务大量的连接。

原始主机信息和密码。如果使用了安全套接字(SSL)的方式连接，还可以使用X.509 <□□ 证书认证。一旦客户端连接成功，服务器会继续验证该客户端是否具有执行某个特定查

询的权限(例如，是否允许客户端对world数据库的Country表执行SELECT语句)。

1.1.2优化与执行

MySQL会解析査询，并创建内部数据结构(解析树)，然后对其进行各种优化，包括重 写查询、决定表的读取顺序，以及选择合适的索引等。用户可以通过特殊的关键字提示 (hint)优化器，影响它的决策过程。也可以请求优化器解释(explain)优化过程的各个 因素，使用户可以知道服务器是如何进行优化决策的，并提供一个参考基准，便于用户 重构查询和schema.修改相关配置，使应用尽可能高效运行。第6章我们将讨论更多优 化器的细节。

优化器并不关心表使用的是什么存储引擎，但存储引擎对于优化査询是有影响的。优化 器会请求存储引擎提供容量或某个具体操作的开销信息，以及表数据的统计信息等。例 如，某些存储引擎的某种索引,可能对一些特定的査询有优化。关于索引与schema的优化， 请参见第4章和第5章。

对于SELECT语句，在解析査询之前，服务器会先检査查询缓存(Query Cache),如果能 够在其中找到对应的査询，服务器就不必再执行査询解析、优化和执行的整个过程，而 是直接返回査询缓存中的结果集。第7章详细讨论了相关内容。

1.2并发控制

无论何时，只要有多个査询需要在同一时刻修改数据，都会产生并发控制的问题。本 章的目的是讨论MySQL在两个层面的并发控制：服务器层与存储引擎层。并发控制是 一个内容庞大的话题，有大量的理论文献对其进行过详细的论述。本章只简要地讨论 MySQL如何控制并发读写，因此读者需要有相关的知识来理解本章接下来的内容。

以Unix系统的email box为例，典型的*mbox*文件格式是非常简单的。一个*mbox*邮箱 中的所有邮件都串行在一起，彼此首尾相连。这种格式对于读取和分析邮件信息非常友 好，同时投递邮件也很容易，只要在文件末尾附加新的邮件内容即可。

但如果两个进程在同一时刻对同一个邮箱投递邮件，会发生什么情况？显然，邮箱的数<CT 据会被破坏，两封邮件的内容会交叉地附加在邮箱文件的末尾。设计良好的邮箱投递系 统会通过锁(lock)来防止数据损坏。如果客户试图投递邮件，而邮箱已经被其他客户锁住， 那就必须等待，直到锁释放才能进行投递。

这种锁的方案在实际应用环境中虽然工作良好，但并不支持并发处理。因为在任意一个 时刻，只有一个进程可以修改邮箱的数据，这在大容量的邮箱系统中是个问题。

1.2.1读写锁

从邮箱中读取数据没有这样的麻烦，即使同一时刻多个用户并发读取也不会有什么问题。 因为读取不会修改数据，所以不会出错。但如果某个客户正在读取邮箱，同时另外一个 用户试图删除编号为25的邮件，会产生什么结果？结论是不确定，读的客户可能会报 错退出，也可能读取到不一致的邮箱数据。所以，为安全起见，即使是读取邮箱也需要 特别注意。

如果把上述的邮箱当成数据库中的一张表，把邮件当成表中的一行记录，就很容易看出， 同样的问题依然存在。从很多方面来说，邮箱就是一张简单的数据库表。修改数据库表 中的记录，和删除或者修改邮箱中的邮件信息，十分类似。

解决这类经典问题的方法就是并发控制，其实非常简单。在处理并发读或者写时，可以 通过实现一个由两种类型的锁组成的锁系统来解决问题。这两种类型的锁通常被称为共 享锁(shared lock)和排他锁(exclusive lock),也叫读锁(read lock)和写锁(write lock)o

这里先不讨论锁的具体实现，描述一下锁的概念如下：读锁是共享的，或者说是相互不 阻塞的。多个客户在同一时刻可以同时读取同一个资源，而互不干扰。写锁则是排他的， 也就是说一个写锁会阻塞其他的写锁和读锁，这是出于安全策略的考虑，只有这样，才 能确保在给定的时间里，只有一个用户能执行写入，并防止其他用户读取正在写入的同 一资源。

在实际的数据库系统中，每时每刻都在发生锁定，当某个用户在修改某一部分数据时， MySQL会通过锁定防止其他用户读取同一数据。大多数时候，MySQL锁的内部管理都 是透明的。

1.2.2锁粒度

一种提高共享资源并发性的方式就是让锁定对象更有选择性。尽量只锁定需要修改的部 EX> 分数据，而不是所有的资源。更理想的方式是，只对会修改的数据片进行精确的锁定。

任何时候，在给定的资源上，锁定的数据量越少，则系统的并发程度越高，只要相互之 间不发生冲突即可。

问题是加锁也需要消耗资源。锁的各种操作，包括获得锁、检査锁是否已经解除、释放 锁等，都会增加系统的开销。如果系统花费大量的时间来管理锁，而不是存取数据，那 么系统的性能可能会因此受到影响。

所谓的锁策略，就是在锁的开销和数据的安全性之间寻求平衡，这种平衡当然也会影响 到性能。大多数商业数据库系统没有提供更多的选择,一般都是在表上施加行级锁（row- level lock）,并以各种复杂的方式来实现，以便在锁比较多的情况下尽可能地提供更好 的性能。

而MySQL则提供了多种选择。每种MySQL存储引擎都可以实现自己的锁策略和锁粒度。 在存储引擎的设计中，锁管理是个非常重要的决定。将锁粒度固定在某个级别，可以为 某些特定的应用场景提供更好的性能，但同时却会失去对另外一些应用场景的良好支持。 好在MySQL支持多个存储引擎的架构，所以不需要单一的通用解决方案。下面将介绍 两种最重要的锁策略。

表锁（table lock）

表锁是MySQL中最基本的锁策略，并且是开销最小的策略。表锁非常类似于前文描述 的邮箱加锁机制：它会锁定整张表。一个用户在对表进行写操作（插入、删除、更新等） 前，需要先获得写锁，这会阻塞其他用户对该表的所有读写操作。只有没有写锁时，其 他读取的用户才能获得读锁，读锁之间是不相互阻塞的。

在特定的场景中，表锁也可能有良好的性能。例如，READ LOCAL表锁支持某些类型的并 发写操作。另外，写锁也比读锁有更高的优先级，因此一个写锁请求可能会被插入到读 锁队列的前面（写锁可以插入到锁队列中读锁的前面，反之读锁则不能插入到写锁的前 面）。

尽管存储引擎可以管理自己的锁，MySQL本身还是会使用各种有效的表锁来实现不同 的目的。例如，服务器会为诸如ALTER TABLE之类的语句使用表锁，而忽略存储引擎的 锁机制。

行级锁（row lock） *。*

行级锁可以最大程度地支持并发处理（同时也带来了最大的锁开销）。.众所周知，在 InnoDB和XtraDB,以及其他一些存储引擎中实现了行级锁。行级锁只在存储引擎层实 现，而MySQL服务器层（如有必要，请回顾前文的逻辑架构图）没有实现。服务器层 完全不了解存储引擎中的锁实现。在本章的后续内容以及全书中，所有的存储引擎都以 <S 自己的方式显现了锁机制。

1.3事务

在理解事务的概念之前，接触数据库系统的其他高级特性还言之过早。事务就是一组原 子性的SQL査询，或者说一个独立的工作单元。如果数据库引擎能够成功地对数据库应 用该组査询的全部语句，那么就执行该组査询。如果其中有任何一条语句因为崩溃或其 他原因无法执行，那么所有的语句都不会执行。也就是说，事务内的语句，要么全部执 行成功，要么全部执行失败。

本节的内容并非专属于MySQL,如果读者已经熟悉了事务的ACID的概念，可以直接 跳转到1.3.4节。

银行应用是解释事务必要性的一个经典例子。假设一个银行的数据库有两张表：支票 (checking)表和储蓄(savings)表。现在要从用户Jane的支票账户转移200美元到她 的储蓄账户，那么需要至少三个步骤：

1. 检査支票账户的余额髙于200美元。
2. 从支票账户余额中减去200美元。
3. 在储蓄账户余额中增加200美元。

上述三个步骤的操作必须打包在一个事务中，任何一个步骤失败，则必须回滚所有的步 骤。

可以用START TRANSACTION语句开始一个事务，然后要么使用COMMIT提交事务将修改的 数据持久保留，要么使用ROLLBACK销所有的修改。事务SQL的样本如下：

1. START TRANSACTION;
2. SELECT balance FROM checking WHERE customer\_id = 10233276;
3. UPDATE checking SET balance = balance - 200.00 WHERE customer\_id = 10233276;
4. UPDATE savings SET balance = balance + 200.00 WHERE customer\_id = 10233276;
5. COMMIT; ~

单纯的事务概念并不是故事的全部。试想一下，如果执行到第四条语句时服务器崩溃了， 会发生什么？天知道，用户可能会损失200美元。再假如，在执行到第三条语句和第四 条语句之间时，另外一个进程要删除支禀账户的所有余额，那么结果可能就是银行在不 知道这个逻辑的情况下白白给了 Jane 200美元。

除非系统通过严格的ACID测试，否则空谈事务的概念是不够的。ACID表示原子性 (atomicity). 一致性(consistency),隔离性(isolation)和持久性(durability)。一个运 行良好的事务处理系统，必须具备这些标准特征。

原子性(atomicity)

一个事务必须被视为一个不可分割的最小工作单元，整个事务中的所有操作要么全 部提交成功，要么全部失败回滚，对于一个事务来说，不可能只执行其中的一部分 操作，这就是事务的原子性。

一致寸生(consistency)

数据库总是从一个一致性的状态转换到另外一个一致性的状态。在前面的例子中， 一致性确保了，即使在执行第三、四条语句之间时系统崩潰，支票账户中也不会损 失200美元，因为事务最终没有提交,所以事务中所做的修改也不会保存到数据库中。

隔离性(isolation)

通常来说，一个事务所做的修改在最终提交以前，对其他事务是不可见的。在前面 的例子中，当执行完第三条语句、第四条语句还未开始时，此时有另外一个账户汇 总程序开始运行，则其看到的支票账户的余额并没有被减去200美元。后面我们讨 论隔离级别(Isolation level)的时候，会发现为什么我们要说“通常来说”是不可见的。

持久性(durability)

一旦事务提交，则其所做的修改就会永久保存到数据库中。此时即使系统崩溃，修 改的数据也不会丢失。持久性是个有点模糊的概念，因为实际上持久性也分很多 不同的级别。有些持久性策略能够提供非常强的安全保障，而有些则未必。皿且 不可能有能做到100%的持久性保证的策略(如果数据库本身就能做到真正的壽久 性，那么备份又怎么能增加持久性呢？ )0在后面的一些章节中，我们会继续讨论 MySQL中持久性的真正含义。

事务的ACID特性可以确保银行不会弄丢你的钱。而在应用逻辑中，要实现这一点非常难, 甚至可以说是不可能完成的任务。一个兼容ACID的数据库系统，需要做很多复杂但可 能用户并没有觉察到的工作，才能确保ACID的实现。

就像锁粒度的升级会增加系统开销一样，这种事务处理过程中额外的安全性，也会需要 数据库系统做更多的额外工作。一个实现了 ACID的数据库，相比没有实现ACID的数 据库，通常会需要更强的CPU处理能力、更大的内存和更多的磁盘空间。正如本章不断 重复的，这也正是MySQL的存储引擎架构可以发挥优势的地方。用户可以根据业务是 否需要事务处理，来选择合适的存储引擎。对于一些不需要事务的査询类应用，选择 一个非事务型的存储引擎，可以获得更高的性能。即使存储引擎不支持事务，也可以 通过LOCK TABLES语句为应用提供一定程度的保护，这些选择用户都可以自主决定。

1.3.1隔离级别

隔离性其实比想象的要复杂。在SQL标准中定义了四种隔离级别，每一种级别都规定了 一个事务中所做的修改，哪些在事务内和事务间是可见的，哪些是不可见的。较低级别 的隔离通常可以执行更高的并发，系统的开销也更低。

滯％

rr> 产「 每种存储引擎实现的隔离级别不尽相同。如果熟悉其他的数据库产品，可能会发现

衣」。某些特性和你期望的会有些不一样（但本节不打算讨论更详细的内容）。读者可以 是：根据所选择的存储引擎，査阅相关的手册。

下面简单地介绍一下四种隔离级别。

READ UNCOWITTED （未提交读）

在READ UNCOMMITTED级别，事务中的修改，即使没有提交，对其他事务也都是可见 的。事务可以读取未提交的数据，这也被称为脏读（Dirty Read）o这个级别会导致 很多问题，从性能上来说，READ UNCOMMITTED不会比其他的级别好太多，但却缺乏 其他级别的很多好处，除非真的有非常必要的理由，在实际应用中一般很少使用。

READ COMMITTED （提交读）

大多数数据库系统的默认隔离级别都是READ COMMITTED （但MySQL不是）。READ COMMITTED满足前面提到的隔离性的简单定义：一个事务开始时，只能“看见”已 经提交的事务所做的修改。换句话说，一个事务从开始直到提交之前，所做的任何 修改对其他事务都是不可见的。这个级别有时候也叫做不可重复读（nonrepeatable read）,因为两次执行同样的査询，可能会得到不一样的结果。

REPEATABLE READ （可重复读）

REPEATABLE READ解决了脏读的问题。该级别保证了在同一个事务中多次读取同样 记录的结果是一致的。但是理论上，可重复读隔离级别还是无法解决另外一个幻读 （Phantom Read）的问题。所谓幻读，指的是当某个事务在读取某个范围内的记录时, 另外一个事务又在该范围内插入了新的记录，当之前的事务再次读取该范围的记录 时，会产生幻行（Phantom Row）。InnoDB和XtraDB存储引擎通过多版本并发控 制（MVCC, Multiversion Concurrency Control）解决了幻读的问题。本章稍后会做 进一步的讨论。

可重复读是MySQL的默认事务隔离级别。

SERIALIZABLE （可串行化）

SERIALIZABLE是最高的隔离级别。它通过强制事务串行执行，避免了前面说的幻读 的问题。简单来说，SERIALIZABLE会在读取的每一行数据上都加锁，所以可能导致 大量的超时和锁争用的问题。实际应用中也很少用到这个隔离级别，只有在非常需 要确保数据的一致性而且可以接受没有并发的情况下，才考虑釆用该级别。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 表1・1： ANSI SQL隔离级别 |  |  |  |  | <u |
| 隔离级别 | 脏读可能性 | 不可重复读可能性 | 幻读可能性 | 加锁读 |  |
| **READ UNCOMMITTED** | **Yes** | **Yes** | **Yes** | **No** |  |
| **READ COMMITTED** | **No** | **Yes** | **Yes** | **No** |  |
| **REPEATABLE READ** | **No** | **No** | **Yes** | **No** |  |
| **SERIALIZABLE** | **No** | **No** | **No** | **Yes** |  |

1.3.2死锁

死锁是指两个或者多个事务在同一资源上相互占用，并请求锁定对方占用的资源，从而 导致恶性循环的现象。当多个事务试图以不同的顺序锁定资源时，就可能会产生死锁。 多个事务同时锁定同一个资源时，也会产生死锁。例如，设想下面两个事务同时处理 StockPrice 表：

事务1

START TRANSACTION；

UPDATE StockPrice SET close = 45.50 WHERE stock\_id = 4 and date = 12002-05-01\*; UPDATE StockPrice SET close = 19.80 WHERE stock\_id = *3* and date = '2002-05-02';

COMMIT; ~

事务2

START TRANSACTION;

UPDATE StockPrice SET high = 20.12 WHERE stock\_id = 3 and date = '2002-05-02'; UPDATE StockPrice SET high = 47.20 WHERE stock\_id = 4 and date = '2002-05-01';

COMMIT; -

如果凑巧，两个事务都执行了第一条UPDATE语句，更新了一行数据，同时也锁定了该行 数据，接着每个事务都尝试去执行第二条UPDATE语句，却发现该行已经被对方锁定，然 后两个事务都等待对方释放锁，同时又持有对方需要的锁，则陷入死循环。除非有外部 因素介入才可能解除死锁。

为了解决这种问题，数据库系统实现了各种死锁检测和死锁超时机制。越复杂的系统， 比如InnoDB存储引擎，越能检测到死锁的循环依赖，并立即返回一个错误。这种解决 方式很有效，否则死锁会导致出现非常慢的査询。还有一种解决方式，就是当査询的时 间达到锁等待超时的设定后放弃锁请求，这种方式通常来说不太好。InnoDB目前处理 死锁的方法是，将持有最少行级排他锁的事务进行回滚（这是相对比较简单的死锁回 滚算法）。 .

锁的行为和顺序是和存储引擎相关的。以同样的顺序执行语句，有些存储引擎会产生死 锁，有些则不会。死锁的产生有双重原因：有些是因为真正的数据冲突，这种情况通常 很难避免，但有些则完全是由于存储引擎的实现方式导致的。

EZo> 死锁发生以后，只有部分或者完全回滚其中一个事务，才能打破死锁。对于事务型的系 统，这是无法避免的，所以应用程序在设计时必须考虑如何处理死锁。大多数情况下只 需要重新执行因死锁回滚的事务即可。

1.3.3事务日志

事务日志可以帮助提高事务的效率。使用事务日志，存储引擎在修改表的数据时只需要 修改其内存拷贝，再把该修改行为记录到持久在硬盘上的事务日志中，而不用每次都将 修改的数据本身持久到磁盘。事务日志采用的是追加的方式，因此写日志的操作是磁盘 上一小块区域内的顺序I/O,而不像随机I/O需要在磁盘的多个地方移动磁头，所以釆用 事务日志的方式相对来说要快得多。事务日志持久以后，内存中被修改的数据在后台可 以慢慢地刷回到磁盘。目前大多数存储引擎都是这样实现的，我们通常称之为预写式日 志(Write-Ahead Logging),修改数据需要写两次磁盘。

如果数据的修改已经记录到事务日志并持久化，但数据本身还没有写回磁盘，此时系统 崩溃，存储引擎在重启时能够自动恢复这部分修改的数据。具体的恢复方式则视存储引 擎而定。

1.3.4 MySQL中的事务

MySQL提供了两种事务型的存储引擎：IimoDB和NDB Clustero另外还有一些第三方 存储引擎也支持事务，比较知名的包括XtraDB和PBXT。后面将详细讨论它们各自的 一些特点。

自动提交(AUTOCOMMIT)

MySQL默认采用自动提交(AUTOCOMMIT)模式。也就是说，如果不是显式地开始一 个事务，则每个査询都被当作一个事务执行提交操作。在当前连接中，可以通过设置 AUTOCOMMIT变量来启用或者禁用自动提交模式：

mysql> **SHOW VARIABLES LIKE 'AUTOCOMMIT1;**

+ + +

I Variable\_name | Value |

+ + +

I autocommit | ON |

+ + +

1 row in set (0.00 sec)

mysql> **SET AUTOCOMMIT = 1;**

1或者ON表示启用，。或者OFF表示禁用。当AUTOCOMMrr=O时，所有的査询都是在一个 事务中，直到显式地执行COMMIT提交或者ROLLBACK回滚，该事务结束，同时又开始了 另一个新事务。修改AUTOCOMMIT对非事务型的表，比如MylSAM或者内存表，不会有 任何影响。对这类表来说，没有COMMIT或者ROLLBACK的概念，也可以说是相当于一直 处于AUTOCOMMIT启用的模式。

另外还有一些命令，在执行之前会强制执行COMMIT提交当前的活动事务。典型的例子， 在数据定义语言（DDL）中，如果是会导致大量数据改变的操作，比如ALTER TABLE, 就是如此。另外还有LOCK TABLES等其他语句也会导致同样的结果。如果有需要，请检 查对应版本的官方文档来确认所有可能导致自动提交的语句列表。

MySQL可以通过执行SET TRANSACTION ISOLATION LEVEL命令来设置隔离级别。新的 隔离级别会在下一个事务开始的时候生效。可以在配置文件中设置整个数据库的隔离级 别，也可以只改变当前会话的隔离级别：

**mysql> SET SESSION TRANSACTION ISOLATION LEVEL READ COMMITTED;**

MySQL能够识别所有的4个ANSI隔离级别，InnoDB引擎也支持所有的隔离级别。

在事务中混合使用存储引擎

MySQL服务器层不管理事务，事务是由下层的存储引擎实现的。所以在同一个事务中， 使用多种存储引擎是不可靠的。

如果在事务中混合使用了事务型和非事务型的表（例如InnoDB和MylSAM表），在正 常提交的情况下不会有什么问题。

但如果该事务需要回滚，非事务型的表上的变更就无法撤销，这会导致数据库处于不一 致的状态，这种情况很难修复，事务的最终结果将无法确定。所以，为每张表选择合适 的存储引擎非常重要。

在非事务型的表上执行事务相关操作的时候，MySQL通常不会发出提醒，也不会报错。 有时候只有回滚的时候才会发出一个警吿：“某些非事务型的表上的变更不能被回滚”。 但大多数情况下，对非事务型表的操作都不会有提示。

隐式和显式锁定

InnoDB采用的是两阶段锁定协议（two・phase locking protocol）。在事务执行过程中，随 时都可以执行锁定，锁只有在执行COMMIT或者ROLLBACK的时候才会释放，并且所有的 锁是在同一时刻被释放。前面描述的锁定都是隐式锁定，InnoDB会根据隔离级别在需 要的时候自动加锁。

另外，IimoDB也支持通过特定的语句进行显式锁定，这些语句不属于SQL规范注3：

* SELECT ... LOCK IN SHARE MODE
* SELECT ... FOR UPDATE

I~i2> MySQL也支持LOCK TABLES和UNLOCK TABLES语句，这是在服务器层实现的，和存储 引擎无关。它们有自己的用途，但并不能替代事务处理。如果应用需要用到事务，还是 应该选择事务型存储引擎。

经常可以发现，应用已经将表从MylSAM转换到InnoDB,但还是显式地使用LOCK TABLES语句。这不但没有必要，还会严重影响性能，实际上IimoDB的行级锁工作得 更好。

**LOCK TABLES**和事务之间相互影响的话，情况会变得非常复杂，在某些**MySQL**版本 中甚至会产生无法预料的结果。因此，本书建议，除了事务中禁用了 **AUTOCOMMIT,** 可以使用**LOCK TABLES**之外，其他任何时候都不要显式地执行**LOCK TABLES,**不管 使用的是什么存储引擎。

1-4多版本并发控制

MySQL的大多数事务型存储引擎实现的都不是简单的行级锁。基于提升并发性能的考 虑，它们一般都同时实现了多版本并发控制(MVCC)。不仅是MySQL,包括Oracle, PostgreSQL等其他数据库系统也都实现了 MVCC,但各自的实现机制不尽相同，因为 MVCC没有一个统一的实现标准。

可以认为MVCC是行级锁的一个变种，但是它在很多情况下避免了加锁操作，因此开 销更低。虽然实现机制有所不同，但大都实现了非阻塞的读操作，写操作也只锁定必要 的行。

MVCC的实现,是通过保存数据在某个时间点的快照来实现的。也就是说，不管需要执 行多长时间，每个事务看到的数据都是一致的。根据事务开始的时间不同，每个事务对 同一张表，同一时刻看到的数据可能是不一样的。如果之前没有这方面的概念，这句话 听起来就有点迷惑。熟悉了以后会发现，这句话箕实还是很容易理解的。

前面说到不同存储引擎的MVCC实现是不同的，典型的有乐观(optimistic)并发控制 和悲观(pessimistic)并发控制。下面我们通过InnoDB的简化版行为来说明MVCC是 如何工作的。

注3： 这些锁定提示经常被滥用，实际上应当尽量避免使用。第6章有更详细的讨论。

InnoDB的MVCC,是通过在每行记录后面保存两个隐藏的列来实现的。这两个列，一 个保存了行的创建时间，一个保存行的过期时间（或删除时间）。当然存储的并不是实 际的时间值，而是系统版本号（system version number） o每开始一个新的事务，系统版 本号都会自动递增。事务开始时刻的系统版本号会作为事务的版本号，用来和査询到的 每行记录的版本号进行比较。下面看一下在REPEATABLE READ隔离级别下，MVCC具体 <JD 是如何操作的。

SELECT

InnoDB会根据以下两个条件检查每行记录：

1. InnoDB R査找版本早于当前事务版本的数据行（也就是，行的系统版本号小

.于或等于事务的系统版本号），这样可以确保事务读取的行，要么是在事务开 始前已经存在的，要么是事务自身插入或者修改过的。

1. 行的删除版本要么未定义，要么大于当前事务版本号。这可以确保事务读取到 的行，在事务开始之前未被删除。

只有符合上述两个条件的记录，才能返回作为査询结果。

INSERT

InnoDB为新插入的每一行保存当前系统版本号作为行版本号。

DELETE

IimoDB为删除的每一行保存当前系统版本号作为行删除标识。

UPDATE

InnoDB 插入一行新记录，保存当前系统版本号作为行版本号，同时保存当前系统 版本号到原来的行作为行删除标识。

保存这两个额外系统版本号，使大多数读操作都可以不用加锁。这样设计使得读数据操 作很简单，性能很好，并且也能保证只会读取到符合标准的行。不足之处是每行记录都 需要额外的存储空间，需要做更多的行检査工作，以及一些额外的维护工作。

MVCC只在REPEATABLE READ和READ COMMITTED两个隔离级别下工作。其他两个隔离 级别都和MVCC不兼容注4,因为READ UNCOMMITTED总是读取最新的数据行，而不是符合 当前事务版本的数据行。而SERIALIZABLE则会对所有读取的行都加锁。

1.5 MySQL的存储引擎

本节只是概要地描述MySQL的存储引擎，而不会涉及太多细节。因为关于存储引擎的 讨论及其相关特性将会贯穿全书，而且本书也不是存储引擎的完全指南，所以有必要阅

注4： Mycc并没有正式的规范，所以各个存储引擎和数据库系统的实现都是各异的，没有人能说其他

的实现方式是错误的。

读相关存储引擎的官方文档。

在文件系统中，MySQL将每个数据库（也可以称之为schema）保存为数据目录下的一 □4> 个子目录。创建表时，MySQL会在数据库子目录下创建一个和表同名的.斤％文件保存 表的定义。例如创建一个名为MyTable的表，MySQL会在*MyTable.frm*文件中保存该表 的定义。因为MySQL使用文件系统的目录和文件来保存数据库和表的定义，大小写敏 感性和具体的平台密切相关。在Windows中，大小写是不敏感的；而在类Unix中则是 敏感的。不同的存储引擎保存数据和索引的方式是不同的，但表的定义则是在MySQL 服务层统一处理的。

可以使用SHOW TABLE STATUS命令（在MySQL 5.0以后的版本中，也可以査询 INFORMATION\_SCHEMA中对应的表）显示表的相关信息。例如，对于mysql数据库中的 user 表：

mysql> SHOW TABLE STATUS LIKE 'user' \G

|  |  |
| --- | --- |
| \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* | |
| Name Engine Row\_format Rows Avg\_row\_length | user MylSAM Dynamic 6  59 |
| Data\_length | 356 |
| Max\_data\_length | 4294967295 |
| Index\_length | 2048 |
| Data\_free | 0 |
| Auto\_increment | NULL |
| Create\_\_time | 2002-01-24 18:07:17 |
| Update\_time | 2002-01-24 21:56:29 |
| Check\_time | NULL |
| Collation | utf8\_bin |
| Checksum | null" |
| Create\_options |  |
| Comment | Users and global privileges |
| 1 row in set （0.00 sec） | |

输出的结果表明，这是一个MylSAM表。输出中还有很多其他信息以及统计信息。下面 简单介绍\_下每一行的含义。

Name

表名。

Engine

表的存储引擎类型。在旧版本中，该列的名字叫Type,而不是Engineo

Rowformat

行的格式。对于MylSAM表，可选的值为Dynamic、Fixed或者Compressed0 Dynamic的行长度是可变的，一般包含可变长度的字段，如VARCHAR或BLOB。Fixed

的行长度则是固定的，只包含固定长度的列，如CHAR和INTEGERO Compressed的行 则只在压缩表中存在，请参考第19页“MylSAM压缩表” 一节。

Rows

表中的行数。对于MylSAM和其他一些存储引擎，该值是精确的，但对于InnoDB, 该值是估计值。

Avgrow^length <75~|

平均每行包含的字节数。

Datalength

表数据的大小（以字节为单位）。

Maxdatalength

表数据的最大容量，该值和存储引擎有关。

Indexlength

索引的大小（以字节为单位）。

Datafree

对于MylSAM表，表示已分配但目前没有使用的空间。这部分空间包括了之前删除 的行，以及后续可以被INSERT利用到的空间。

Autoincrement

下一个 AUTO\_INCREMENT 的值。

Createtime

表的创建时间。

Updatetime

表数据的最后修改时间。

Checktime

使用CKECK TABLE命令或者*myisamchkJl*具最后一次检査表的时间。

Collation

表的默认字符集和字符列排序规则O

Checksum

如果启用，保存的是整个表的实时校验和。

Createoptions

创建表时指定的其他选项。

Comment

该列包含了一些其他的额外信息。对于MylSAM表，保存的是表在创建时带的注释。 对于InnoDB表，则保存的是InnoDB表空间的剩余空间信息。如果是一个视图，则 该列包含“VIEW”的文本字样。

1.5.1 InnoDB存储引擎

InnoDB是MySQL的默认事务型引擎，也是最重要、使用最广泛的存储引擎。它被设计 用来处理大量的短期(short・lived)事务，短期事务大部分情况是正常提交的，很少会 被回滚。InnoDB的性能和自动崩溃恢复特性，使得它在非事务型存储的需求中也很流 行。除非有非常特别的原因需要使用其他的存储引擎，否则应该优先考虑InnoDB引擎。 □D＞如果要学习存储引擎，InnoDB也是一个非常好的值得花最多的时间去深入学习的对象， 收益肯定比将时间平均花在每个存储引擎的学习上要高得多。

InnoDB的历史

InnoDB有着复杂的发布历史，了解一下这段历史对于理解InnoDB很有帮助。2008年， 发布了所谓的InnoDB plugin,适用于MySQL 5.1版本，但这是Oracle创建的下一代 InnoDB引擎，其拥有者是InnoDB而不是MySQLo这基于很多原因，这些原因如果要 一一道来，恐怕得喝掉好几桶啤酒。MySQL默认还是选择了集成旧的InnoDB引擎。当 然用户可以自行选择使用新的性能更好、扩展性更佳的InnoDB plugin来覆盖旧的版本。 直到最后，在Oracle收购了 Sun公司后发布的MySQL 5.5中才彻底使用InnoDB plugin 替代了旧版本的InnoDB (是的，这也意味着InnoDB plugin已经是原生编译了，而不是 编译成一个插件，但名字已经约定俗成很难更改)。

这个现代的InnoDB版本，也就是MySQL 5.1中所谓的InnoDB plugin,支持一些新特性， 诸如利用排序创建索引(building index by sorting).删除或者增加索引时不需要复制全 表数据、新的支持压缩的存储格式、新的大型列值如BLOB的存储方式，以及文件格式管 理等。很多用户在MySQL 5.1中没有使用InnoDB plugin,或许是因为他们没有注意到 有这个区别。所以如果你使用的是MySQL 5.1, 一定要使用InnoDB plugin,真的比旧 版本的InnoDB要好很多。

InnoDB是一个很重要的存储引擎，很多个人和公司都对其贡献代码，而不仅仅是 Oracle公司的开发团队。一些重要的贡献者包括Google、Yasufumi Kinoshita^ Percona, Facebook等，他们的一些改进被直接移植到官方版本，也有一些由InnoDB团队重新实现。 在过去的几年间，InnoDB的改进速度大大加快，主要的改进集中在可测量性、可扩展性、 可配置化、性能、各种新特性和对Windows的支持等方面。MySQL 5.6实验室预览版 和里程碑版也包含了一系列重要的InnoDB新特性。

为改善InnoDB的性能，Oracle投入了大量的资源，并做了很多卓有成效的工作(外部 贡献者对此也提供了很大的帮助)。在本书的第二版中，我们注意到在超过四核CPU的 系统中InnoDB表现不佳，而现在已经可以很好地扩展至24核的系统，甚至在某些场景， 32核或者更多核的系统中也表现良好。很多改进将在即将发布的MySQL 5.6中引入， 当然也还有机会做更进一步的改善。

InnoDB概览

InnoDB的数据存储在表空间(tablespace)中，表空间是由InnoDB管理的一个黑盒子， 由一系列的数据文件组成。在MySQL 4.1以后的版本中，InnoDB可以将每个表的数据 和索引存放在单独的文件中。InnoDB也可以使用裸设备作为表空间的存储介质，但现 ＜西 代的文件系统使得裸设备不再是必要的选择。

InnoDB采用MVCC来支持高并发，并且实现了四个标准的隔离级别。其默认级别是 REPEATABLE READ (可重复读)，并且通过间隙锁(next.key locking)策略防止幻读的出现。 间隙锁使得InnoDB不仅仅锁定査询涉及的行，还会对索引中的间隙进行锁定，以防止 幻影行的插入。 -

InnoDB表是基于聚簇索引建立的，我们会在后面的章节详细讨论聚簇索引。IimoDB的 索引结构和MySQL的其他存储引擎有很大的不同，聚簇索引对主键査询有很髙的性能。 不过它的二级索引(secondary index,非主键索引)中必须包含主键列，所以如果主键 列很大的话，其他的所有索引都会很大。因此，若表上的索引较多的话，主键应当尽可 能的小。InnoDB的存储格式是平台独立的，也就是说可以将数据和索引文件从Intel平 台复制到PowerPC或者Sun SPARC平台。

InnoDB内部做了很多优化，包括从磁盘读取数据时釆用的可预测性预读，能够自动在 内存中创建hash索引以加速读操作的自适应哈希索引(adaptive hash index),以及能够 加速插入操作的插入缓冲区(insert buffer)等。本书后面将更详细地讨论这些内容。

InnoDB的行为是非常复杂的，不容易理解。如果使用了 InnoDB引擎，笔者强烈建议阅 读官方手册中的"InnoDB事务模型和锁” 一节。如果应用程序基于InnoDB构建，则事 先了解一下InnoDB的MVCC架构带来的一些微妙和细节之处是非常有必要的。存储引 擎要为所有用户甚至包括修改数据的用户维持一致性的视图，是非常复杂的工作。

作为事务型的存储引擎，InnoDB通过一些机制和工具支持真正的热备份，Oracle提供 的MySQL Enterprise Backup. Percona提供的开源的XtraBackup都可以做到这一点。 MySQL的其他存储引擎不支持热备份，要获取一致性视图需要停止对所有表的写入， 而在读写混合场景中，停止写入可能也意味着停止读取。

1.5.2 MylSAM存储引擎

在MySQL 5.1及之前的版本，MylSAM是默认的存储引擎。MylSAM提供了大量的特 性，包括全文索引、压缩、空间函数(GIS)等，但MylSAM不支持事务和行级锁，而

且有一个毫无疑问的缺陷就是崩溃后无法安全恢复。正是由于MylSAM引擎的缘故，即 使MySQL支持事务已经很长时间了，在很多人的概念中MySQL还是非事务型的数据 库。尽管MylSAM引擎不支持事务、不支持崩溃后的安全恢复，但它绝不是一无是处 □£〉的。对于只读的数据，或者表比较小、可以忍受修复（repair）操作.，则依然可以继续使 用MylSAM （但请不要默认使用MylSAM,而是应当默认使用InnoDB）0

存储

MylSAM会将表存储在两个文件中：数据文件和索引文件，分别以和.以T/为扩 展名。MylSAM表可以包含动态或者静态（长度固定）行。MySQL会根据表的定义来 决定采用何种行格式。MylSAM表可以存储的行记录数，一般受限于可用的磁盘空间， 或者操作系统中单个文件的最大尺寸。

在MySQL 5.0中，MylSAM表如果是变长行，则默认配置只能处理256TB的数据，因 .为指向数据记录的指针长度是6个字节。而在更早的版本中，指针长度默认是4字

节，所以只能处理4GB的数据。而所有的MySQL版本都支持8字节的指针。要改变 MylSAM表指针的长度（调高或者调低），可以通过修改表的MAX\_R0WS和AVG\_R0W\_ LENGTH选项的值来实现，两者相乘就是表可能达到的最大大小。修改这两个参数会导致 重建整个表和表的所有索引，这可能需要很长的时间才能完成。

MylSAM特性

作为MySQL最早的存储引擎之一，MylSAM有一些已经开发出来很多年的特性，可以 满足用户的实际需求。

加锁与并发

MylSAM对整张表加锁，而不是针对行。读取时会对需要读到的所有表加共享锁， 写入时则对表加排他锁。但是在表有读取査询的同时，也可以往表中插入新的记录 （这被称为并发插入，CONCURRENT INSERT） o

修复

对于MylSAM表，MySQL可以手工或者自动执行检査和修复操作，但这里说的修 复和事务.恢复以及崩溃恢复是不同的概念。执行表的修复可能导致一些数据丢失， 而且修复操作是非常慢的。可以通过CHECK TABLE mytable检査表的错误，如果有 错误可以通过执行REPAIR TABLE mytable进行修复。另外，如果MySQL服务器已 经关闭，也可以通过*myisamchk*命令行工具进行检査和修复操作。

索引特性

对于MylSAM表，即使是BLOB和TEXT等长字段，也可以基于其前500个字符创建

索引。MylSAM也支持全文索引，这是一种基于分词创建的索引，可以支持复杂的 査询。关于索引的更多信息请参考第5章。

延迟更新索引键(Delayed Key Write) <jD

创建MylSAM表的时候，如果指定了 DELAY\_KEY\_WRITE选项，在每次修改执行完成 时，不会立刻将修改的索引数据写入磁盘，而是会写到内存中的键缓冲区(in.memory key buffer),只有在清理键缓冲区或者关闭表的时候才会将对应的索引块写入到磁 盘。这种方式可以极大地提升写入性能，但是在数据库或者主机崩溃时会造成索引 损坏，需要执行修复操作。延迟更新索引键的特性，可以在全局设置，也可以为单 个表设置。

MylSAM压缩表

如果表在创建并导入数据以后，不会再进行修改操作，那么这样的表或许适合釆用- MylSAM压缩表。

可以使用*myisampack*对MylSAM表进行压缩(也叫打包pack)o压缩表是不能进行修 改的(除非先将表解除压缩，修改数据，然后再次压缩)。压缩表可以极大地减少磁盘 空间占用，因此也可以减少磁盘I/O,从而提升査询性能。压缩表也支持索引，但索引 也是只读的。

以现在的硬件能力，对大多数应用场景，读取压缩表数据时的解压带来的开销影响并不 大，而减少I/O带来的好处则要大得多。压缩时表中的记录是独立压缩的，所以读取单 行的时候不需要去解压整个表(甚至也不解压行所在的整个页面)。

MylSAM性能

MylSAM引擎设计简单，数据以紧密格式存储，所以在某些场景下的性能很好。 MylSAM有一些服务器级别的性能扩展限制，比如对索引键缓冲区(key cache)的 Mutex锁，MariaDB基于段(segment)的索引键缓冲区机制来避免该问题。但MylSAM 最典型的性能问题还是表锁的问题，如果你发现所有的査询都长期处于“Locked”状态， 那么毫无疑问表锁就是罪魁祸首。

1.5.3 MySQL内建的其他存储引擎

MySQL还有一些有特殊用途的存储引擎。在新版本中，有些可能因为一些原因已经不 再支持;另外还有些会继续支持，但是需要明确地启用后才能使用。

Archive 引擎

Archive存储引擎只支持INSERT和SELECT操作，在MySQL 5.1之前也不支持索引。

Archive引擎会缓存所有的写并利用*zlib*对插入的行进行压缩，所以比MylSAM表的磁 盘I/O更少。但是每次SELECT査询都需要执行全表扫描。所以Archive表适合日志和 数据釆集类应用，这类应用做数据分析时往往需要全表扫描。或者在一些需要更快速的 INSERT操作的场合下也可以使用。

E» Archive引擎支持行级锁和专用的缓冲区，所以可以实现高并发的插入。在一个査询开 始直到返回表中存在的所有行数之前，Archive引擎会阻止其他的SELECT执行，以实现 一致性读。另外，也实现了批量插入在完成之前对读操作是不可见的。这种机制模仿了 事务和MVCC的一些特性，但Archive引擎不是一个事务型的引擎，而是一个针对高速 插入和压缩做了优化的简单引擎。

Blackhole 引擎

Blackhole引擎没有实现任何的存储机制，它会丢弃所有插入的数据，不做任何保存。但 是服务器会记录Blackhole表的日志，所以可以用于复制数据到备库，或者只是简单地 记录到日志。这种特殊的存储引擎可以在一些特殊的复制架构和日志审核时发挥作用。 但这种应用方式我们碰到过很多问题，因此并不推荐。

CSV引擎

CSV引擎可以将普通的CSV文件（逗号分割值的文件）作为MySQL的表来处理，但 这种表不支持索引。CSV引擎可以在数据库运行时拷入或者拷出文件。可以将Excel 等电子表格软件中的数据存储为CSV文件，然后复制到MySQL数据目录下，就能在 MySQL中打开使用。同样，如果将数据写入到一个CSV引擎表，其他的外部程序也能 立即从表的数据文件中读取csv格式的数据。因此CSV引擎可以作为一种数据交换的 机制，非常有用。

Federated 引擎

Federated引擎是访问其他MySQL服务器的一个代理，它会创建一个到远程MySQL服 务器的客户端连接，并将査询传输到远程服务器执行，然后提取或者发送需要的数据。 最初设计该存储引擎是为了和企业级数据库如Microsoft SQL Server和Oracle的类似特 性竞争的，可以说更多的是一种市场行为。尽管该引擎看起来提供了一种很好的跨服务 器的灵活性，但也经常带来问题，因此默认是禁用的。MariaDB使用了它的一个后续改 进版本，叫做FederatedXo

Memory引擎

如果需要快速地访问数据，并且这些数据不会被修改，重启以后丢失也没有关系，那么 使用Memory表(以前也叫做HEAP表)是非常有用的。Memory表至少比MylSAM表 要快一个数量级，因为所有的数据都保存在内存中，不需要进行磁盘I/O。Memory表的 结构在重启以后还会保留，但数据会丢失。

Memroy表在很多场景可以发挥好的作用：

* 用于査找(lookup)或者映射(mapping)表，例如将邮编和州名映射的表。
* 用于缓存周期性聚合数据(periodically aggregated data)的结果。 < 21 |
* 用于保存数据分析中产生的中间数据。

Memory表支持Hash索引，因此査找操作非常快。虽然Memory表的速度非常快，但还 是无法取代传统的基于磁盘的表。Memroy表是表级锁，因此并发写入的性能较低。它 不支持BLOB或TEXT类型的列，并且每行的长度是固定的，所以即使指定了 VARCHAR列， 实际存储时也会转换成CHAR,这可能导致部分内存的浪费(其中一些限制在Percona版 本已经解决)。

如果MySQL在执行査询的过程中需要使用临时表来保存中间结果，内部使用的临时表 就是Memory表。如果中间结果太大超出了 Memory表的限制，或者含有BLOB或TEXT 字段，则临时表会转换成MylSAM表。在后续的章节还会继续讨论该问题。

人们经常混淆**Memory**表和临时表。临时表是指使用**CREATE TEMPORARY TABLE**语句 创建的表，它可以使用任何存储引擎，因此和**Memory**表不是一回事。临时表只在 单个连接中可见，当连接断开时，临时表也将不复存在。

Merge引擎

Merge引擎是MylSAM引擎的一个变种。Merge表是由多个MylSAM表合并而来的虚 拟表。如果将MySQL用于日志或者数据仓库类应用，该引擎可以发挥作用。但是引入 分区功能后，该引擎已经被放弃(参考第7章)。

NDB集群引擎

2003年，当时的MySQL AB公司从索尼爱立信公司收购了 NDB数据库，然后开发了 NDB集群存储引擎，作为SQL和NDB原生协议之间的接口。MySQL服务器、NDB集 群存储引擎，以及分布式的、share.nothing的、容灾的、高可用的NDB数据库的组合， 被称为MySQL集群(MySQL Cluster) °本书后续会有章节专门来讨论MySQL集群。

1.5.4第三方存储引擎

MySQL从2007年开始提供了插件式的存储引擎API,从此涌出了一系列为不同目的而 设计的存储引擎。其中有一些已经合并到MySQL服务器，但大多数还是第三方产品或 者开源项目。下面探讨一些我们认为在它设计的场景中确实很有用的第三方存储引擎。

叵＞ OLTP类引擎

Percona的XtraDB存储引擎是基于InnoDB引擎的一个改进版本，已经包含在Percona Server和MariaDB中，它的改进点主要集中在性能、可测量性和操作灵活性方面。

XtraDB可以作为InnoDB的一个完全的替代产品，甚至可以兼容地读写InnoDB的数据 文件，并支持InnoDB的所有査询。

另外还有一些和InnoDB非常类似的OLTP类存储引擎，比如都支持ACID事务和 MVCCO 其中一个就是 PBXT,由 Paul McCullagh 和 Primebase GMBH 开发。它支持 引擎级别的复制、外键约束，并且以一种比较复杂的架构对固态存储（SSD）提供了适 当的支持，还对较大的值类型如BLOB也做了优化。PBXT是一款社区支持的存储引擎， MariaDB包含了该引擎。

TokuDB引擎使用了一种新的叫做分形树（Fractal Trees）的索引数据结构。该结构是缓 存无关的，因此即使其大小超过内存性能也不会下降，也就没有内存生命周期和碎片的 问题。TokuDB是一种大数据（Big Data）存储引擎，因为其拥有很高的压缩比，可以在 . 很大的数据量上创建大量索引。在本书写作时，这个引擎还处于早期的生产版本状态，

在并发性方面还有很多明显的限制。目前其最适合在需要大量插入数据的分析型数据集 的场景中使用，不过这些限制可能在后续版本中解决掉。

RethinkDB最初是为固态存储（SSD）而设计的，然而随着时间的推移，目前看起来和 最初的目标有一定的差距。该引擎比较特别的地方在于釆用了一种只能追加的写时复制 B树（append-only copyon-write B-Tree）作为索引的数据结构。目前还处于早期开发状态， 我们还没有测试评估过，也没有听说有实际的应用案例。

在Sun收购MySQL AB以后，Falcon存储引擎曾经作为下一代存储引擎被寄予期望，但 现在该项目已经被取消很久了。Falcon的主要设计者Jim Starkey创立了一家新公司，主 要做可以支持云计算的NewSQL数据库产品，叫做NuoDB （之前叫NimbusDB）。

面向列的存储引擎

MySQL默认是面向行的，每一行的数据是一起存储的，服务器的査询也是以行为单位 处理的。而在大数据量处理时，面向列的方式可能效率更高。如果不需要整行的数据， 面向列的方式可以传输更少的数据。如果每一列都单独存储，那么压缩的效率也会更高。

Infobright是最有名的面向列的存储引擎。在非常大的数据量（数十TB）时，该引擎工 作良好。Infobright是为数据分析和数据仓库应用设计的。数据高度压缩，按照块进行排 序，每个块都对应有一组元数据。在处理査询时，访问元数据可决定跳过该块，甚至可 能只需要元数据即可满足査询的需求。但该引擎不支持索引，不过在这么大的数据量级， 即使有索引也很难发挥作用，而且块结构也是一种准索引（quasi・index）。Infbbright需＜ 23 | 要对MySQL服务器做定制，因为一些地方需要修改以适应面向列存储的需要。如果查 询无法在存储层使用面向列的模式执行，则需要在服务器层转换成按行处理，这个过程 会很慢。Infobright有社区版和商业版两个版本。

另外一个面向列的存储引擎是Calpont公司的InfiniDB,也有社区版和商业版。InfiniDB 可以在一组机器集群间做分布式查询，但目前还没有生产环境的应用案例。

顺便提一下，在MySQL之外，如果有面向列的存储的需求，我们也评估过LucidDB和 MonetDB0在我们的MySQL性能博客注'上有相应的性能测试数据,或许随着时间的推移， 这些数据慢慢会过期，但依然可以作为参考。

社区存储引擎

如果要列举社区提供的所有存储引擎，可能会有两位数，甚至三位数。但是负责任地说， 其中大部分影响力有限，很多可能都没有听说过，或者只有极少人在使用。在这里列举 了一些，也大都没有在生产环境中应用过，慎用，后果自负。

*Aria*

之前的名字是Maria,是MySQL创建者计划用来替代MylSAM的一款引擎。 MariaDB包含了该引擎，之前计划开发的很多特性，有些因为在MariaDB服务器层 实现，所以引擎层就取消了。在本书写作之际，可以说Aria就是解决了崩溃安全恢 复问题的MylSAM,当然也还有一些特性是MylSAM不具备的，比如数据的缓存 （MylSAM只能缓存索引）。

*Groonga*

这是一款全文索引引擎，号称可以提供准确而高效的全文索引。

*OQGraph*

该引擎由0pen Query研发，支持图操作（比如查找两点之间的最短路径），用SQL 很难实现该类操作。

*Q4M*

该引擎在MySQL内部实现了队列操作，而用SQL很难在一个语句实现这类队列

注 5 : *mysqlperformanceblog.com o* 译者注

操作。

*SphinxSE*

该引擎为Sphinx全文索引搜索服务器提供了 SQL接口，在附录F中将做进一步的 详细讨论。

**I 24 >** *Spider*

该引擎可以将数据切分成不同的分区，比较髙效透明地实现了分片（shard）,并且 可以针对分片执行并行査询（分片可以分布在不同的服务器上）。

*VPForMySQL*

该引擎支持垂直分区，通过一系列的代理存储引擎实现。垂直分区指的是可以将表 分成不同列的组合，并且单独存储。但对査询来说，看到的还是一张表。该引擎和 Spider的作者是同一人。

1.5.5选择合适的引擎

这么多存储引擎，我们怎么选择？大部分情况下，InnoDB都是正确的选择，所以Oracle 在MySQL 5.5版本时终于将InnoDB作为默认的存储引擎了。对于如何选择存储引擎, 可以简单地归纳为一句话：“除非需要用到某些InnoDB不具备的特性，并且没有其他办 法可以替代，否则都应该优先选择InnoDB引擎”。例如，如果要用到全文索引，建议优 先考虑InnoDB加上Sphinx的组合，而不是使用支持全文索引的MylSAM。当然，如果 不需要用到InnoDB的特性，同时其他引擎的特性能够更好地满足需求，也可以考虑一 下其他存储引擎。举个例子，如果不在乎可扩展能力和并发能力，也不在乎崩溃后的数 据丢失问题，却对InnoDB的空间占用过多比较敏感，这种场合下选择MylSAM就比较 合适。

除非万不得已，否则建议不要混合使用多种存储引擎，否则可能带来一系列复杂的问题, 以及一些潜在的bug和边界问题。存储引擎层和服务器层的交互已经比较复杂，更不用 说混合多个存储引擎了。至少，混合存储对一致性备份和服务器参数配置都带来了一些 困难。

如果应用需要不同的存储引擎，请先考虑以下几个因素。

*Q*

事务

如果应用需要事务支持，那么InnoDB （或者XtraDB）是目前最稳定并且经过验证 的选择。如果不需要事务，并且主要是SELECT和INSERT操作，那么MylSAM是不 错的选择。一般日志型的应用比较符合这一特性。

备份

备份的需求也会影响存储引擎的选择。如果可以定期地关闭服务器来执行备份，那

么备份的因素可以忽略。反之，如果需要在线热备份，那么选择InnoDB就是基本 的要求。

崩溃恢复 **<25~1**

数据量比较大的时候，系统崩溃后如何快速地恢复是一个需要考虑的问题。相对而言， MylSAM崩溃后发生损坏的概率比InnoDB要高很多，而且恢复速度也要慢。因此， 即使不需要事务支持，很多人也选择InnoDB引擎，这是一个非常重要的因素。

特有的特性

最后，有些应用可能依赖一些存储引擎所独有的特性或者优化，比如很多应用依赖 聚簇索引的优化。另外，MySQL中也只有MylSAM支持地理空间搜索。如果一个 存储引擎拥有一些关键的特性，同时却又缺乏一些必要的特性，那么有时候不得不 做折中的考虑，或者在架构设计上做一些取舍。某些存储引擎无法直接支持的特性， 有时候通过变通也可以满足需求。

你不需要现在就做决定。本书接下来会提供很多关于各种存储引擎优缺点的详细描述， 也会讨论一些架构设计的技巧。一般来说，可能有很多选项你还没有意识到，等阅读完 本书回头再来看这个问题可能更有帮助些。如果无法确定，那么就使用InnoDB,这个 默认选项是安全的，尤其是搞不清楚具体需要什么的时候。

如果不了解具体的应用，上面提到的这些概念都是比较抽象的。所以接下来会讨论一些 常见的应用场景，在这些场景中会涉及很多的表，以及这些表如何选用合适的存储引擎， 下一节将进行一些总结。

日志型应用

假设你需要实时地记录一台中心电话交换机的每一通电话的日志到MySQL中，或者通 过Apache的*mod\_log\_sql*模块将网站的所有访问信息直接记录到表中。这一类应用的插 入速度有很高的要求，数据库不能成为瓶颈。MylSAM或者Archive存储引擎对这类应 用比较合适，因为它们开销低，而且插入速度非常快。

如果需要对记录的日志做分析报表，则事情就会变得有趣了。生成报表的SQL很有可能 会导致插入效率明显降低，这时候该怎么办？

一种解决方法，是利用MySQL内置的复制方案将数据复制一份到备库，然后在备库上 执行比较消耗时间和CPU的査询。这样主库只用于高效的插入工作，而备库上执行的査 询也无须担心影响到日志的插入性能。当然也可以在系统负载较低的时候执行报表查询<30 操作，但应用在不断变化，如果依赖这个策略可能以后会导致问题。

另外一种方法，在日志记录表的名字中包含年和月的信息，比如web\_logs\_2012\_01或者

web\_logs\_2012\_jano这样可以在已经没有插入操作的历史表上做频繁的查询操作，而不 会干扰到最新的当前表上的插入操作。

只读或者大部分情况下只读的表

有些表的数据用于编制类目或者分列清单（如工作岗位、竞拍、不动产等），这种应用 场景是典型的读多写少的业务。如果不介意MylSAM的崩溃恢复问题，选用MylSAM 引擎是合适的。不过不要低估崩溃恢复问题的重要性，有些存储引擎不会保证将数据安 全地写入到磁盘中，而许多用户实际上并不清楚这样有多大的风险（MylSAM只将数据 写到内存中，然后等待操作系统定期将数据刷出到磁盘上）。

*綢%*

H

—个值得推荐的方式，是在性能测试环境模拟真实的环境，运行应用，然后拔下电 “源模拟崩溃测试。对崩溃恢复的第一手测试经验是无价之宝，可以避免真的碰到崩 ?潰时手足无措。

不要轻易相信“MylSAM比InnoDB快”之类的经验之谈，这个结论往往不是绝对的。 在很多我们已知的场景中，InnoDB的速度都可以让MylSAM望尘莫及，尤其是使用到 聚簇索引，或者需要访问的数据都可以放入内存的应用。在本书后续章节，读者可以了 解更多影响存储引擎性能的因素（如数据大小、I/O请求量、主键还是二级索引等）以 及这些因素对应用的影响。

当设计上述类型的应用时，建议采用InnoDBo MylSAM引擎在一开始可能没有任何问 题，但随着应用压力的上升，则可能迅速恶化。各种锁争用、崩溃后的数据丢失等问题 都会随之而来。

订单处理

如果涉及订单处理，那么支持事务就是必要选项。半完成的订单是无法用来吸引用户的。 另外一个重要的考虑点是存储引擎对外键的支持情况。InnoDB是订单处理类应用的最 佳选择。

匸D电子公告牌和主题讨论论坛

对于MySQL用户，主题讨论区是个很有意思的话题。当前有成百上千的基于PHP或者 Perl的免费系统可以支持主题讨论。其中大部分的数据库操作效率都不高，因为它们大 多倾向于在一次请求中执行尽可能多的査询语句。另外还有部分系统设计为不采用数据 库，当然也就无法利用到数据库提供的一些方便的特性。主题讨论区一般都有更新计数 器，并且会为各个主题计算访问统计信息。多数应用只设计了几张表来保存所有的数据， 所以核心表的读写压力可能非常大。为保证这些核心表的数据一致性，锁成为资源争 用的主要因素。

尽管有这些设计缺陷，但大多数应用在中低负载时可以工作得很好。如果Web站点的规 模迅速扩展，流量随之猛增，则数据库访问可能变得非常慢。此时一个典型的解决方案 是更改为支持更高读写的存储引擎，但有时用户会发现这么做反而导致系统变得更慢了。

用户可能没有意识到这是由于某些特殊査询的缘故，典型的如：

**mysql> SELECT COUNT(\*) FROM table;**

问题就在于，不是所有的存储引擎运行上述査询都非常快：对于MylSAM确实会很快， 但其他的可能都不行。每种存储引擎都能找出类似的对自己有利的例子。下一章将帮助 用户分析这些状况，演示如何发现和解决存在的这类问题。

CD-ROM应用

如果要发布一个基于CD-ROM或者DVD-ROM并且使用MySQL数据文件的应用，可 以考虑使用MylSAM表或者MylSAM压缩表，这样表之间可以隔离并且可以在不同介 质上相互拷贝。MylSAM压缩表比未压缩的表要节约很多空间，但压缩表是只读的。在 某些应用中这可能是个大问题。但如果数据放到只读介质的场景下，压缩表的只读特性 就不是问题，就没有理由不采用压缩表了。

大数据量

什么样的数据量算大？我们创建或者管理的很多InnoDB数据库的数据量在3 ~ 5TB之 间，或者更大，这是单台机器上的量，不是一个分片(shard)的量。这些系统运行得还 不错，要做到这一点需要合理地选择硬件，做好物理设计，并为服务器的I/O瓶颈做好 规划。在这样的数据量下，如果采用MylSAM,崩溃后的恢复就是一个噩梦。

如果数据量继续增长到10TB以上的级别，可能就需要建立数据仓库。Infobright是 MySQL数据仓库最成功的解决方案。也有一些大数据库不适合Infobright,却可能适合<□□ TokuDBo

1.5.6转换表的引擎

有很多种方法可以将表的存储引擎转换成另外一种引擎。每种方法都有其优点和缺点。 在接下来的章节中，我们将讲述其中的三种方法。

ALTER TABLE

将表从一个引擎修改为另一个引擎最简单的办法是使用ALTER TABLE语句。下面的语句 将mytable的引擎修改为InnoDB :

**mysql> ALTER TABLE mytable ENGINE = InnoDB;**

上述语法可以适用任何存储引擎。但有一个问题：需要执行很长时间。MySQL会按行 将数据从原表复制到一张新的表中，在复制期间可能会消耗系统所有的I/O能力，同时 原表上会加上读锁。所以，在繁忙的表上执行此操作要特别小心。一个替代方案是采用 接下来将讨论的导出与导入的方法，手工进行表的复制。

如果转换表的存储引擎，将会失去和原引擎相关的所有特性。例如，如果将一张IimoDB 表转换为MylSAM,然后再转换回InnoDB,原InnoDB表上所有的外键将丢失。

导岀与导入

为了更好地控制转换的过程，可以使用*mysqldump*工具将数据导出到文件，然后修改文 件中CREATE TABLE语句的存储引擎选项，注意同时修改表名，因为同一个数据库中不能 存在相同的表名，即使它们使用的是不同的存储引擎。同时要注意mysq以“mp默认会自 动在CREATE TABLE语句前加上DROP TABLE语句，不注意这一点可能会导致数据丢失。

创建与查询（CREATE SELECT）

第三种转换的技术综合了第一种方法的高效和第二种方法的安全。不需要导出整个表的 数据，而是先创建一个新的存储引擎的表，然后利用INSERT-SELECT语法来导数据：

**mysql> CREATE TABLE innodb table LIKE myisam\_table;**

**mysql> ALTER TABLE innodbjable ENGINE^InnoDB;**

**mysql> INSERT INTO innodb^table SELECT \* FROM myisam^table;**

E2E>数据量不大的话，这样做工作得很好。如果数据量很大，则可以考虑做分批处理，针对 每一段数据执行事务提交操作，以避免大事务产生过多的undo0假设有主键字段id, 重复运行以下语句（最小值x和最大值y进行相应的替换）将数据导入到新表：

**mysql> START TRANSACTION;**

**mysql> INSERT INTO innodb\_table SELECT \* FROM myisam table**

**-> WHERE id BETWEEN x~AND y; ~**

**mysql> COMMIT;**

这样操作完成以后，新表是原表的一个全量复制，原表还在，如果需要可以删除原表。 如果有必要，可以在执行的过程中对原表加锁，以确保新表和原表的数据一致。

Percona Toolkit 提供了一个*pt-online-schema-change* 的工具（基于 Facebook 的在线 schema变更技术)，可以比较简单、方便地执行上述过程，避免手工操作可能导致的失 误和烦琐。

1.6 MySQL 时间线(Timeline)

在选择MySQL版本的时候，了解一下版本的变迁历史是有帮助的。对于怀旧者也可以 享受一下过去的好日子里是怎么使用MySQL的。

版本 3.23 (2001)

一般认为这个版本的发布是MySQL真正“诞生”的时刻，其开始获得广泛使用。 在这个版本，MySQL依然只是一个在平面文件(Flat File)上实现了 SQL査询的系 统。但一个重要的改进是引入MylSAM代替了老旧而且有诸多限制的ISAM引擎。 InnoDB引擎也已经可以使用，但没有包含在默认的二进制发行版中，因为它太新了。 所以如果要使用InnoDB,必须手工编译。版本3.23还引入了全文索引和复制。复 制是MySQL成为互联网应用的数据库系统的关键特性(killer feature)。

版本 4.0 (2003)

支持新的语法，比如UNION和多表DELETE语法。重写了复制，在备库使用了两个线 程来实现复制，避免了之前一个线程做所有复制工作的模式下任务切换导致的问题。 InnoDB成为标准配备，包括了全部的特性：行级锁、外键等。版本4.0中还引入了 查询缓存(自那以后这部分改动不大)，同时还支持通过SSL进行连接。

版本 4.1 (2005)

引入了更多新的语法，比如子査询和INSERT ON DUPLICATE KEY UPDATEO开始支持 UTF-8字符集。支持新的二进制协议和prepared语句。

版本 5.0 (2006)

这个版本出现了一些“企业级”特性：视图、触发器、存储过程和存储函数。老的 ISAM引擎的代码被彻底移除，同时引入了新的Federated等引擎。

版本 5.1 (2008) '

这是Sun收购MySQL AB以后发布的首个版本，研发时间长达五年。版本5.1引 入了分区、基于行的复制，以及plugin API (包括可插拔存储引擎的API)o移除了 BerkeyDB引擎，这是MySQL最早的事务存储引擎。其他如Federated引擎也将被 放弃。同时Oracle收购的InnoDB Oy注°发布了 InnoDB plugino

版本 5.5 (2010)

这是Oracle收购Sun以后发布的首个版本。版本5.5的主要改善集中在性能、扩 展性、复制、分区、对微软Windows系统的支持，以及一些其他方面。InnoDB 成为默认的存储引擎。更多的一些遗留特性和不建议使用的特性被移除。增加了 注6 : Oracle也已经收购了 BerkeyDB o

PERFORMANCE\_SCHEMA库，包含了一些可测量的性能指标的增强。增加了复制、认证 和审计API。半同步复制(semisynchronous replication)插件进入实用阶段。Oracle 还在2011年发布了商用的认证插件和线程池(thread pooling)。InnoDB在架构方面 也做了较大的改进，比如多个子缓冲池(buffer pool)。・

版本5.6 (还未发布)

版本5.6将包含一些重大更新。比如多年来首次对査询优化器进行大规模的改进， 更多的插件API (比如全文索引)，复制的改进，以及PERFORMANCE\_SCHEMA库增加 了更多的性能指标。InnoDB团队也做了大量的改进工作，这些改进在已经发布的里 程碑版本和实验室版本中都已经包括。MySQL 5.5主要着重在基础部分的改进和加 强，引入了部分新特性。而MySQL 5.6则在MySQL 5.5的基础上提升服务器的开 发和性能。

版本6.0 (已经取消)

版本6.0的概念有些模糊。最早在版本5.1还在开发的时候就宣布要开发版本6.0。 传说中宣布要开发的6.0拥有大量的新特性，包括在线备份、服务器层面对所有存 储引擎的外键支持，以及子査询的改进和线程池。后来该版本号被取消，Sun将其 E3L> 改为版本5.4继续开发，最后发布时变成版本5.5。版本6.0中很多特性的代码陆续

出现在版本5.5和5.6中。

简单总结一下MySQL的发展史：早期的MySQL是一种破坏性创新注< 有诸多限制，并 且很多功能只能说是二流的。但是它的特性支持和较低的使用成本，使得其成为快速增 长的互联网时代的杀手级应用。在5.x版本的早期，MySQL引入了视图和存储过程等特 性，期望成为“企业级”数据库，但并不算成功，成长并非一帆风顺。从事后分析来看， MySQL 5.0充满了 bug,直到5.0.50以后的版本才算稳定。这种情况在MySQL 5.1也依 然没有太多改善。版本5.0和5.1的发布都延期了许多时日，而且Sun和Oracle的两次 收购也使得社区人士有所担心。但我们认为事情还在按部就班地发展，MySQL 5.5可以 说是MySQL历史上质量最髙的版本。Oracle收购以后帮助MySQL更好地往企业级应 用的方向发展，MySQL 5.6也承诺在功能和性能方面将有显著提升。

提到性能，我们可以比较一下在不同时代MySQL的性能测试的数据。在目前的生产环 境中4.0及更老的版本已经很少见了，所以这里不打算测试4.1之前的版本。另外，如 此多的版本如果要做完全等同的测试是比较困难的，具体原因将在后面的章节讨论。我 们尝试设计了多个测试方案来尽量保证在不同版本中的基准一致，并为此做了很多努力。 表1-2显示了在服务器层面不同并发下的每秒事务数的测试结果。

注 7 :“破坏性创新"一词出自 Clayton M. Christensen 的 *The Innovator's Dilemma* (Harper) 0

表1-2：多个不同MySQL版本的只读测试

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 线程数 | MySQL | MySQL | \* MySQL | MySQL 5.1 with | MySQL | MySQL |
|  | 4.1 | 5.0 | 5.1 | InnoDB plugin | 5.5 | 5.6a |
| 1 | 686 | 640 | 596 | 594 | 531 | 526 |
| 2 | 1307 | 1221 | 1140 | 1139 | 1077 | 1019 |
| 4 | 2275 | 2168 | 2032 | 2043 | 1938 | 1831 |
| 8 | 3879 | 3746 | 3606 | 3681 | 3523 | 3320 |
| 16 | 4374 | 4527 | 4393 | 6131 | 5881 | 5573 |
| 32 | 4591 | 4864 | 4698 | 7762 | 7549 | 7139 |
| 64 | 4688 | 5078 | 4910 | 7536 | 7269 | 6994 |
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很容易将表1-2的数据以图的方式展示出来，如图1・2所示。

图12 MySQL不同版本的只读基准测试

在解释结果之前，需要先介绍一下测试环境。测试的机器是Cisco UCS C250,两颗6 核CPU,每个核支持两个线程，内存为384GB,测试的数据集是2.5GB,所以MySQL 的buffer pool设置为4GBO采用SysBench的read-only只读测试进行压测，并采用 InnoDB存储引擎，所有的数据都可以放入内存，因此是CPU密集型(CPU-bound)的 测试。每次测试持续60分钟，每10秒获取一次吞吐量的结果，前面900秒用于预热数据, 以避免预热时的I/O影响测试结果。
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现在来看看结果，有两个很明显的趋势。第一个趋势，采用了 ImwDB plugin的版本， 在高并发的时候性能明显更好，可以说InnoDB plugin的扩展性更好。这是可以预期的 结果，旧的版本在高并发时确实存在问题。第二个趋势，新的版本在单线程的时候性能 比旧版本更差。一开始可能无法理解为什么会这样，仔细想想就能明白，这是一个非常 简单的只读测试。新版本的SQL语法更复杂，针对复杂査询增加了很多特性和改进，这 对于简单査询可能带来了更多的开销。旧版本的代码简单，对于简单的査询反而会更有利。

原计划做一个更复杂的不同并发条件下的读写混合场景的测试（类似TPC-C）,但要在 不同版本间做到可比较基本是不可能的。一般来说，新版本在复杂场景时性能有更多的 优化，尤其是高并发和大数据集的情况下。

E33> 那么该如何选择版本呢？这更多地取决于业务需求而不是技术需求。理想情况下当然是 版本越新越好，当然也可以选择等到第一个bug修复版本以后再采用新的大版本。如果 应用还没有上线，也可以采用即将发布的新版本，以尽可能地延迟应用上线后的升级操 作。

1.7 MySQL的开发模式

MySQL的开发过程和发布模型在不同的阶段有很大的变化，但目前已经基本稳定下来。 在Oracle定期发布的新里程碑开发版本中，会包含即将在下一个GA^8版本发布的新特 性。这样做是为了测试和获得反馈，请不要在生产环境使用此版本，虽然Oracle宣称每 个里程碑版本的质量都是可靠的，并随时可以正式发布（到目前为止也没有任何理由去 推翻这个说法）。Oracle也会定期发布实验室预览版，主要包含一些特定的需要评估的 特性，这些特性并不保证会在下一个正式版本中包括进去。最终，Oracle会将稳定的特 性打包发布一个新的GA版本。

MySQL依然遵循GPL开源协议，全部的源代码（除了一些商业版本的插件）都会开放 给社区。Oracle似乎也理解，为社区和付费用户提供不同的版本并非明智之举。MySQL AB曾经尝试过不同版本的策略，结果导致付费用户变成了 “睁眼瞎”，无法从社区的测 试和反馈中获得好处。不同版本的策略并不受企业用户的欢迎，所以后来被Sun废除了。 现在Oracle为付费用户单独提供了一些服务器插件，而MySQL本身还是遵循开源模式。 尽管对于私有的服务器插件的发布有一些抱怨，但这只是少数的声音，并且慢慢地在平 息。大多数MySQL用户对此并不在意，有需求的用户也能够接受商业授权的付费插件。

无论如何，不开源的扩展也只是扩展而已，并不会将MySQL变成受限制的非开源模式。

注8： GA （GenerallyAvailable）的意思是通常可用的版本，对于最挑剔的老板来说，这种版本也意味着 达到了满足生产环境中使用的质量标准。

没有这些扩展，MySQL也是功能完整的数据库。坦白地说，我们也很欣赏Oracle将更 多的特性做成插件的开发模式。如果将特性直接包含在服务器中而不是API的方式，那 就更加没有选择了 ：用户只能接受这种实现，而失去了选择更适合业务的实现的机会。 例如，如果Oracle将InnoDB的全文索引功能以API的方式实现，那么就可能以同样的 API实现Sphinx或者Lucene的插件，这可能对一些用户更有用。服务器内部的API设 计也很干净，这对于提升代码质量非常有帮助，谁不想要这个呢？
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1.8总结

MySQL拥有分层的架构。上层是服务器层的服务和査询执行引擎，下层则是存储引擎。 虽然有很多不同作用的插件API,但存储引擎API还是最重要的。如果能理解MySQL 在存储引擎和服务层之间处理查询时如何通过API来回交互，就能抓住MySQL的核心 基础架构的精髓。

MySQL最初基于ISAM构建（后来被MylSAM取代），其后陆续添加了更多的存储引 擎和事务支持。MySQL有一些怪异的行为是由于历史遗留导致的。例如，在执行ALTER TABLE时，MySQL提交事务的方式是由于存储引擎的架构直接导致的，并且数据字典也 保存在*.frm*文件中（这并不是说InnoDB会导致ALTER变成非事务型的。对于InnoDB来说， 所有的操作都是事务）。

当然，存储引擎API的架构也有一些缺点。有时候选择多并非好事，而在MySQL 5.0和 MySQL 5.1中有太多的存储引擎可以选择。InnoDB对于95%以上的用户来说都是最佳 选择，所以其他的存储引擎可能只是让事情变得复杂难搞，当然也不可否认某些情况下 某些存储引擎能更好地满足需求。

Oracle 一开始收购了 InnoDB,之后又收购了 MySQL,在同一个屋檐下对于两者都是有 利的。InnoDB和MySQL服务器之间可以更快地协同发展。MySQL依然基于GPL协议 开放全部源代码，社区和客户都可以获得坚固而稳定的数据库，MySQL正在变得越来 越可扩展和有用。

第**2**章e

MySQL基;隹测试

基准测试(benchmark)是MySQL新手和专家都需要掌握的一项基本技能。简单地 说，基准测试是针对系统设计的一种压力测试。通常的目标是为了掌握系统的行为。 但也有其他原因，如重现某个系统状态，或者是做新硬件的可靠性测试。本章将讨论 MySQL和基于MySQL的应用的基准测试的重要性、策略和工具。我们将特别讨论一下 sysbench,这是一款非常优秀的MySQL基准测试工具。

2.1为什么需要基准测试

为什么基准测试很重要？因为基准测试是唯一方便有效的、可以学习系统在给定的工作 负载下会发生什么的方法。基准测试可以观察系统在不同压力下的行为，评估系统的容 量，掌握哪些是重要的变化，或者观察系统如何处理不同的数据。基准测试可以在系统 实际负载之外创造一些虚场景进行测试。基准测试可以完成以下工作，或者更多：

* 验证基于系统的一些假设，确认这些假设是否符合实际情况。
* 重现系统中的某些异常行为，以解决这些异常。
* 测试系统当前的运行情况。如果不清楚系统当前的性能，就无法确认某些优化的效

果如何。也可以利用历史的基准测试结果来分析诊断一些无法预测的问题。

* 模拟比当前系统更高的负载，以找出系统随着压力增加而可能遇到的扩展性瓶颈。
* 规划未来的业务增长。基准测试可以评估在项目未来的负载下，需要什么样的硬件， 需要多大容量的网络，以及其他相关资源。这有助于降低系统升级和重大变更的 风险。
* 测试应用适应可变环境的能力。例如，通过基准测试，可以发现系统在随机的并发 ＜园 峰值下的性能表现，或者是不同配置的服务器之间的性能表现。基准测试也可以测

试系统对不同数据分布的处理能力。

•测试不同的硬件、软件和操作系统配置。比如RAID 5还是RAID 10更适合当前的 系统？如果系统从ATA硬盘升级到SAN存储，对于随机写性能有什么帮助？ Linux 2.4系列的内核会比2.6系列的可扩展性更好吗？升级MySQL的版本能改善性能吗？ 为当前的数据釆用不同的存储引擎会有什么效果？所有这类问题都可以通过专门的 基准测试来获得答案。

• 证明新釆购的设备是否配置正确。笔者曾经无数次地通过基准测试来对新系统进行 压测，发现了很多错误的配置，以及硬件组件的失效等问题。因此在新系统正式上 线到生产环境之前进行基准测试是一个好习惯，永远不要相信主机提供商或者硬件 供应商的所谓系统已经安装好，并且能运行多快的说法。如果可能，执行实际的基 准测试永远是一个好主意。

基准测试还可以用于其他目的，比如为应用创建单元测试套件。但本章我们只关注与性 能有关的基准测试。

基准测试的一个主要问题在于其不是真实压力的测试。基准测试施加给系统的压力相对 真实压力来说，通常比较简单。真实压力是不可预期而且变化多端的，有时候情况会过 于复杂而难以解释。所以使用真实压力测试，可能难以从结果中分析出确切的结论。

基准测试的压力和真实压力在哪些方面不同？有很多因素会影响基准测试，比如数据量、

数据和査询的分布，但最重要的一点还是基准测试通常要求尽可能快地执行完成，所以 经常给系统造成过大的压力。在很多案例中，我们都会调整给测试工具的最大压力，以 在系统可以容忍的压力阈值内尽可能快地执行测试，这对于确定系统的最大容量非常有 帮助。然而大部分压力测试工具不支持对压力进行复杂的控制。务必要记住，测试工具 自身的局限也会影响到结果的有效性。

使用基准测试进行容量规划也要掌握技巧，不能只根据测试结果做简单的推断。例如，

假设想知道使用新数据库服务器后，系统能够支撑多大的业务增长。首先对原系统进行 基准测试，然后对新系统做测试，结果发现新系统可以支持原系统40倍的TPS （每秒 事务数），这时候就不能简单地推断说新系统一定可以支持40倍的业务增长。这是因为 在业务增长的同时，系统的流量、用户、数据以及不同数据之间的交互都在增长，它们 不可能都有40倍的支撑能力，尤其是相互之间的关系。而且当业务增长到40倍时，应 □£> 用本身的设计也可能已经随之改变。可能有更多的新特性会上线，其中某些特性可能对

数据库造成的压力远大于原有功能。而这些压力、数据、关系和特性的变化都很难模拟， 所以它们对系统的影响也很难评估。

结论就是，我们只能进行大概的测试，来确定系统大致的余量有多少。当然也可以做一 些真实压力测试（和基准测试有区别），但在构造数据集和压力的时候要特别小心，而 且这样就不再是基准测试了。基准测试要尽量简单直接，结果之间容易相互比较，成本 低且易于执行。尽管有诸多限制，基准测试还是非常有用的(只要搞清楚测试的原理， 并且了解如何分析结果所代表的意义)。

2.2基准测试的策略

基准测试有两种主要的策略：一是针对整个系统的整体测试，另外是单独测试MySQLo 这两种策略也被称为集成式(full・stack)以及单组件式(single-component)基准测试。 针对整个系统做集成式测试，而不是单独测试MySQL的原因主要有以下几点：

* 测试整个应用系统，包括Web服务器、应用代码、网络和数据库是非常有用的，因 为用户关注的并不仅仅是MySQL本身的性能，而是应用整体的性能。

•. MySQL并非总是应用的瓶颈，通过整体的测试可以揭示这一点。

* 只有对应用做整体测试，才能发现各部分之间的缓存带来的影响。
* 整体应用的集成式测试更能揭示应用的真实表现，而单独组件的测试很难做到这一 点。

另外一方面，应用的整体基准测试很难障立，甚至很难正确设置。如果基准测试的设计 有问题，那么结果就无法反映真实的情诚，从而基于此做的决策也就可能是错误的。

不过，有时候不需要了解整个应用的情况，而只需要关注MySQL的性能，至少在项目 初期可以这样做。基于以下情况，可以选择只测试MySQL :

* 需要比较不同的schema或査询的性能。
* 针对应用中某个具体问题的测试。
* 为了避免漫长的基准测试，可以通过一个短期的基准测试，做快速的“周期循环”， 来检测出某些调整后的效果。

另外，如果能够在真实的数据集上执行重复的査询，那么针对MySQL的基准测试也是 有用的，但是数据本身和数据集的大小都应该是真实的。如果可能，可以采用生产环境 的数据快照。

不幸的是，设置一个基于真实数据的基准测试复杂而且耗时。如果能得到一份生产数据 集的拷贝，当然很幸运，但这通常不太可能。比如要测试的是一个刚开发的新应用，它 只有很少的用户和数据。如果想测试该应用在规模扩张到很大以后的性能表现：就只能 通过模拟大量的数据和压力来进行。

2.2.1测试何种指标

在开始执行甚至是在设计基准测试之前，需要先明确测试的目标。测试目标决定了选择 什么样的测试工具和技术，以获得精确而有意义的测试结果。可以将测试目标细化为一 系列的问题，比如，“这种CPU是否比另外一种要快？ ”，或“新索引是否比当前索引性 能更好？ ”

有时候需要用不同的方法测试不同的指标。比如，针对延迟(latency)和吞吐量 (throughput)就需要采用不同的测试方法。

请考虑以下指标，看看如何满足测试的需求。

呑吐量

吞吐量指的是单位时间内的事务处理数。这一直是经典的数据库应用测试指标。一 些标准的基准测试被广泛地引用，如TPC-C (参考*http://www.tpc.org),*而且很多数 据库厂商都努力争取在这些测试中取得好成绩。这类基准测试主要针对在线事务处 理(OLTP)的吞吐量，非常适用于多用户的交互式应用。常用的测试单位是每秒事 务数(TPS),有些也采用每分钟事务数(TPM)。

响应时间或者延迟

这个指标用于测试任务所需的整体时间。根据具体的应用？测试的时间单位可能是 微秒、毫秒、秒或者分钟。根据不同的时间单位可以计算出平均响应时间、最小 响应时间、最大响应时间和所占百分比。最大响应时间通常意义不大，因为测试时 间越长，最大响应时间也可能越大。而且其结果通常不可重复，每次测试都可能得 到不同的最大响应时间。因此，通常可以使用百分比响应时间(percentile response time)来替代最大响应时间。例如，如果95%的响应时间都是5毫秒，则表示任务 在95%的时间段内都可以在5毫秒之内完成。

使用图表有助于理解测试结果。可以将测试结果绘制成折线图(比如平均值折线或 者95%百分比折线)或者散点图，直观地表现数据结果集的分布情况。通过这些图 可以发现长时间测试的趋势。本章后面将更详细地讨论这一点。

E3C＞并发性

并发性是一个非常重要又经常被误解和误用的指标。例如，它经常被表示成多少用 户在同一时间浏览一个Web站点，经常使用的指标是有多少个会话注七然而，HTTP 协议是无状态的，大多数用户只是简单地读取浏览器上显示的信息，这并不等同于 Web服务器的并发性。而且，Web服务器的并发性也不等同于数据库的并发性，而 仅仅只表示会话存储机制可以处理多少数据的能力。Web服务器的并发性更准确的 度量指标，应该是在任意时间有多少同时发生的并发请求。

注1： 特别是一些论坛软件，已经让;I艮多管理员错误地相信同时有成千上万的用户正在同时访问网站。在应用的不同环节都可以测量相应的并发性。Web服务器的高并发，一般也会导 致数据库的高并发，但服务器釆用的语言和工具集对此都会有影响。注意不要将 创建数据库连接和并发性搞混淆。一个设计良好的应用，同时可以打开成百上千 个MySQL数据库服务器连接，但可能同时只有少数连接在执行查询。所以说，一 个Web站点“同时有50 000个用户”访问，却可能只有10 - 15个并发请求到 MySQL数据库。

换句话说，并发性基准测试需要关注的是正在工作中的并发操作，或者是同时工作 中的线程数或者连接数。当并发性增加时，需要测量吞吐量是否下降，响应时间是 否变长，如果是这样，应用可能就无法处理峰值压力。

并发性的测量完全不同于响应时间和吞吐量。它不像是一个结果，而更像是设置基 准测试的一种属性。并发性测试通常不是为了测试应用能达到的并发度，而是为了 测试应用在不同并发下的性能。当然，数据库的并发性还是需要测量的。可以通过 *sysbench*指定32、64或者128个线程的测试，然后在测试期间记录MySQL数据库 的Threads\_running状态值。在第11章将讨论这个指标对容量规划的影响。

可扩展性

在系统的业务压力可能发生变化的情况下，测试可扩展性就非常必要了。第11章将 更进一步讨论可扩展性的话题。简单地说，可扩展性指的是，给系统增加一倍的工 作，在理想情况下就能获得两倍的结果（即吞吐量增加一倍）。或者说，给系统增加 一倍的资源（比如两倍的CPU数），就可以获得两倍的吞吐量。当然，同时性能（响 应时间）也必须在可以接受的范围内。大多数系统是无法做到如此理想的线性扩展的。 随着压力的变化，吞吐量和性能都可能越来越差。
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可扩展性指标对于容量规范非常有用，它可以提供其他测试无法提供的信息，来帮 助发现应用的瓶颈。比如，如果系统是基于单个用户的响应时间测试（这是一个很 糟糕的测试策略）设计的，虽然测试的结果很好，但当并发度增加时，系统的性能 有可能变得非常糟糕。而一个基于不断增加用户连接的情况下的响应时间测试则可 以发现这个问题。

一些任务，比如从细粒度数据创建汇总表的批量工作，需要的是周期性的快速响应 时间。当然也可以测试这些任务纯粹的响应时间，但要注意考虑这些任务之间的相 互影响。批量工作可能导致相互之间有影响的査询性能变差，反之亦然。

归根结底，应该测试那些对用户来说最重要的指标。因此应该尽可能地去收集一些需求, 比如，什么样的响应时间是可以接受的，期待多少的并发性，等等。然后基于这些需求 来设计基准测试，避免目光短浅地只关注部分指标，而忽略其他指标。

2-3基准测试方法

在了解基本概念之后，现在可以来具体讨论一下如何设计和执行基准测试。但在讨论如 何设计好的基准测试之前，先来看一下如何避免一些常见的错误，这些错误可能导致测 试结果无用或者不精确：

* 使用真实数据的子集而不是全集。例如应用需要处理几百GB的数据，但测试只有 1GB数据；或者只使用当前数据进行测试，却希望模拟未来业务大幅度增长后的情 况。
* 使用错误的数据分布。例如使用均匀分布的数据测试，而系统的真实数据有很多热 点区域（随机生成的测试数据通常无法模拟真实的数据分布）。
* 使用不真实的分布参数，例如假定所有用户的个人信息（profile）都会被平均地读 取注2。
* 在多用户场景中，只做单用户的测试。
* 在单服务器上测试分布式应用。
* 与真实用户行为不匹配。例如Web页面中的“思考时间”。真实用户在请求到一个 页面后会阅读一段时间，而不是不停顿地一个接一个点击相关链接。

口£> • 反复执行同一个査询。真实的査询是不尽相同的，这可能会导致缓存命中率降低。 而反复执行同一个査询在某种程度上，会全部或者部分缓存结果。

* 没有检查错误。如果测试的结果无法得到合理的解释，比如一个本应该很慢的查询 突然变快了，就应该检査是否有错误产生。否则可能只是测试了 MySQL检测语法 错误的速度了。基准测试完成后，一定要检查一下错误日志，这应当是基本的要求。
* 忽略了系统预热（warmup）的过程。例如系统重启后马上进行测试。有时候需要 了解系统重启后需要多长时间才能达到正常的性能容量，要特别留意预热的时长。 反过来说,如果要想分析正常的性能，需要注意，若基准测试在重启以后马上启动， 则缓存是冷的、还没有数据，这时即使测试的压力相同，得到的结果也和缓存已经 装满数据时是不同的。
* 使用默认的服务器配置。第3章将详细地讨论服务器的优化配置。
* 测试时间太短。基准测试需要持续一定的时间。后面会继续讨论这个话题。

只有避免了上述错误，才能走上改进测试质量的漫漫长路。

如果其他条件相同，就应努力使测试过程尽可能地接近真实应用的情况。当然，有时候 和真实情况稍有些出入问题也不大。例如，实际应用服务器和数据库服务器分别部署在 不同的机器。如果采用和实际部署完全相同的配置当然更真实，但也会引入更多的变化 因素，比如加入了网络的负载和速度等。而在单一节点上运行测试相对要容易，在某些

注2： Justin Bieber,我们爱你。这只是开个玩笑。

情况下结果也可以接受，那么就可以在单一节点上进行测试。当然，这样的选择需要根 据实际情况来分析是否合适。

2.3.1设计和规划基准测试

规划基准测试的第一步是提出问题并明确目标。然后决定是采用标准的基准测试，还是 设计专用的测试。

如果采用标准的基准测试，应该确认选择了合适的测试方案。例如，不要使用TPC-H测 试电子商务系统。在TPC的定义中，"TPC-H是即席査询和决策支持型应用的基准测试”， 因此不适合用来测试OLTP系统。

设计专用的基准测试是很复杂的，往往需要一个迭代的过程。首先需要获得生产数据集 的快照，并且该快照很容易还原，以便进行后续的测试。

然后，针对数据运行査询。可以建立一个单元测试集作为初步的测试，并运行多遍。但 是这和真实的数据库环境还是有差别的。更好的办法是选择一个有代表性的时间段，比 如高峰期的一个小时，或者一整天，记录生产系统上的所有査询。如果时间段选得比 较小，则可以选择多个时间段。这样有助于覆盖整个系统的活动状态，例如每周报表的 查询、或者非峰值时间运行的批处理作业注3。
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可以在不同级别记录査询。例如，如果是集成式(full・stack)基准测试，可以记录Web 服务器上的HTTP请求，也可以打开MySQL的査询日志(Query Log)0倘若要重演这 些査询，就要确保创建多线程来并行执行，而不是单个线程线性地执行。对日志中的每 个连接都应该创建独立的线程，而不是将所有的査询随机地分配到一些线程中。查询日 志中记录了每个査询是在哪个连接中执行的。

即使不需要创建专用的基准测试，详细地写下测试规划也是必需的。测试可能要多次反 复运行，因此需要精确地重现测试过程。而且也应该考虑到未来，执行下一轮测试时可 能已经不是同一个人了。即使还是同一个人，也有可能不会确切地记得初次运行时的情 况。测试规划应该记录测试数据、系统配置的步骤、如何测量和分析结果，以及预热的 方案等。

应该建立将参数和结果文档化的规范，每一轮测试都必须进行详细记录。文档规范可以 很简单，比如采用电子表格(spreadsheet)或者记事本形式，也可以是复杂的自定义的 数据库。需要记住的是，经常要写一些脚本来分析测试结果，因此如果能够不用打开电 子表格或者文本文件等额外操作，当然是更好的。

注3： 当然，做这么多的前提是希望获得完美的基准测试结果，实际情况通常*不会很*顺利。

2.3.2基准测试应该运行多长时间

基准测试应该运行足够长的时间，这一点很重要。如果需要测试系统在稳定状态时的性 能，那么当然需要在稳定状态下测试并观察。而如果系统有大量的数据和内存，要达到 稳定状态可能需要非常长的时间。大部分系统都会有一些应对突发情况的余量，能够吸 收性能尖峰，将一些工作延迟到高峰期之后执行。但当对机器加压足够长时间之后，这 些余量会被消耗尽，系统的短期尖峰也就无法维持原来的高性能。

有时候无法确认测试需要运行多长的时间才足够。如果是这样，可以让测试一直运行, 持续观察直到确认系统已经稳定。下面是一个在已知系统上执行测试的例子，图2.1显 示了系统磁盘读和写吞吐量的时序图。
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图2・1：扩展基准测试的I/O性能图

系统预热完成后，读I/O活动在三四个小时后曲线趋向稳定，但写I/O至少在八小时内 变化还是很大，之后有一些点的波动较大，但读和写总体来说基本稳定了注4。一个简单 的测试规则，就是等系统看起来稳定的时间至少等于系统预热的时间。本例中的测试持 续了 72个小时才结束，以确保能够体现系统长期的行为。

一个常见的错误的测试方式是，只执行一系列短期的测试，比如每次60秒，并在此测 试的基础上去总结系统的性能。我们经常可以听到类似这样的话:“我尝试对新版本做

注4： 顺便说一下，写I/O的活动图展示的性能非常差。这个系统的稳定状态从性能上来说是一种灾难。 已经达到“稳定”可以说是笑话，不过这里我们的重点在于说明系统的长期行为。 了测试，但还不如旧版本快”，然而我们分析实际的测试结果后发现，测试的方式根本 不足以得出这样的结论。有时候人们也会强调说不可能有时间去测试8或者12个小时， 以验证10个不同并发性在两到三个不同版本下的性能。如果没有时间去完成准确完整 的基准测试，那么已经花费的所有时间都是一种浪费。有时候要相信别人的测试结果， 这总比做一次半拉子的测试来得到一个错误的结论要好。

2.3.3获取系统性能和状态 <44~]

在执行基准测试时，需要尽可能多地收集被测试系统的信息。最好为基准测试建立一个 目录，并且每执行一轮测试都创建单独的子目录，将测试结果、配置文件、测试指标、 脚本和其他相关说明都保存在其中。即使有些结果不是目前需要的，也应该先保存下来。

多余一些数据总比缺乏重要的数据要好，而且多余的数据以后也许会用得着。需要记录 的数据包括系统状态和性能指标，诸如CPU使用率、磁盘I/O、网络流量统计、SHOW GLOBAL STATUS 计数器等。

下面是一个收集MySQL测试数据的shell脚本：

#!/bin/sh

INTERVAL=5

PREFIX=$INTERVAL-sec-status

RUNFILE=/home/benchmarks/running

mysql -e ,SHOW GLOBAL VARIABLES' » mysql-variables

while test -e $RUNFILE; do

file=$(date +%F\_%I)

sleep=$(date +%s.％N | awk "{print {INTERVAL - (\$1 % $INTERVAL)}”) sleep $sleep ts=H$(date +"TS %s.％N %F %T”)"

loadavg="$(叩time)"

echo "$ts $loadavg" » $PREFIX-$(file}-status

mysql -e 'SHOW GLOBAL STATUS, » $PREFIX-$(file}-status &

echo "$ts $loadavgH » $PREFIX-${file}-innodbstatus

mysql -e 'SHOW ENGINE INNODB STATUS\G' » $PREFIX-${file}-innodbstatus &

echo "$ts $loadavgH » $PREFIX-${file}-processlist

mysql -e 'SHOW FULL PROCESSLIST\G\* » $PREFIX-$(file}-processlist &

echo $ts

done

echo Exiting because $RUNFILE does not exist.

这个shell脚本很简单，但提供了一个有效的收集状态和性能数据的框架。看起来好像作 用不大，但当需要在多个服务器上执行比较复杂的测试的时候，要回答以下关于系统行 为的问题，没有这种脚本的话就会很困难了。下面是这个脚本的一些要点：

• 迭代是基于固定时间间隔的，每隔5秒运行一次收集的动作，注意这里sleep的时间

有一个特殊的技巧。如果只是简单地在每次循环时插入一条“sleep 5”的指令，循 环的执行间隔时间一般都会稍大于5秒，那么这个脚本就没有办法通过其他脚本和 图形简单地捕获时间相关的准确数据。即使有时候循环能够恰好在5秒内完成，但 如果某些系统的时间戳是15:32:18.218192,另外一个则是15:32:23.819437,这时候 就比较讨厌了。当然这里的5秒也可以改成其他的时间间隔，比如1、10、30或者 60秒。不过还是推荐使用5秒或者10秒的间隔来收集数据。

* 每个文件名都包含了该轮测试开始的日期和小时。如果测试要持续好几天，那么这 个文件可能会非常大，有必要的话需要手工将文件移到其他地方，但要分析全部结 果的时候要注意从最早的文件开始。如果只需要分析某个时间点的数据，则可以根 据文件名中的日期和小时迅速定位，这比在一个GB以上的大文件中去捜索要快捷 得多。
* 每次抓取数据都会先记录当前的时间戳，所以可以在文件中搜索某个时间点的数据。 也可以写一些*awk*或者*sed*脚本来简化操作。
* 这个脚本不会处理或者过滤收集到的数据。先收集所有的原始数据，然后再基于此 做分析和过滤是一个好习惯。如果在收集的时候对数据做了预处理，而后续分析发 现一些异常的地方需要用到更多的原始数据，这时候就要“抓瞎” To
* 如果需要在测试完成后脚本自动退出，只需要删除*/home/benchmarks/running*文件 即可。

这只是一段简单的代码，或许不能满足全部的需求，但却很好地演示了该如何捕获测 试的性能和状态数据。从代码可以看出，只捕获了 MySQL的部分数据，如果需要，则 很容易通过修改脚本添加新的数据捕获。例如，可以通过*pt-diskstats* T具注。捕获*/proc/ diskstats*的数据为后续分析磁盘I/O使用。

2.3.4获得准确的测试结果

获得准确测试结果的最好办法，是回答一些关于基准测试的基本问题：是否选择了正确 的基准测试？是否为问题收集了相关的数据？是否采用了错误的测试标准？例如，是否 对一个I/O密集型(I/0-bound)的应用，采用了 CPU密集型(CPU-bound)的测试标准 来评估性能？

接着，确认测试结果是否可重复。每次重新测试之前要确保系统的状态是一致的。如果 是非常重要的测试，甚至有必要每次测试都重启系统。一般情况下，需要测试的是经过 预热的系统，还需要确保预热的时间足够长(请参考前面关于基准测试需要运行多长时 间的内容)、是否可重复。如果预热采用的是随机査询，那么测试结果可能就是不可重复的。

/-，

如果测试的过程会修改数据或者schema,那么每次测试前，需要利用快照还原数据。在

注5 : 关于*pt-diskstats*工具的更多信息，请参考第9章。

表中插入1 000条记录和插入100万条记录，测试结果肯定不会相同。数据的碎片度和 在磁盘上的分布，都可能导致测试是不可重复的。一个确保物理磁盘数据的分布尽可能＜30 一致的办法是，每次都进行快速格式化并进行磁盘分区复制。

要注意很多因素，包括外部的压力、性能分析和监控系统、详细的曰志记录、周期性作 业，以及其他一些因素，都会影响到测试结果。一个典型的案例，就是测试过程中突然 有cro〃定时作业启动，或者正处于一个巡查读取周期（Patrol Read cycle）,抑或RAID 卡启动了定时的一致性检査等。要确保基准测试运行过程中所需要的资源是专用于测试 的。如果有其他额外的操作，则会消耗网络带宽，或者测试基于的是和其他服务器共享 的SAN存储，那么得到的结果很可能是不准确的。

每次测试中，修改的参数应该尽量少。如果必须要一次修改多个参数，那么可能会丢失 一些信息。有些参数依赖其他参数，这些参数可能无法单独修改。有时候甚至都没有意 识到这些依赖，这给测试带来了复杂性注％

一般情况下，都是通过迭代逐步地修改基准测试的参数，而不是每次运行时都做大量 的修改。举个例子，如果要通过调整参数来创造一个特定行为，可以通过使用分治法 （divide-and-conquer,每次运行时将参数对分减半）来找到正确的值。

很多基准测试都是用来做预测系统迁移后的性能的，比如从Oracle迁移到MySQL。这 种测试通常比较麻烦，因为MySQL执行的査询类型与Oracle完全不同。如果想知道在 Oracle运行得很好的应用迁移到MySQL以后性能如何，通常需要重新设计MySQL的 schema和査询（在某些情况下，比如，建立一个跨平台的应用时，可能想知道同一条查 询是如何在两个平台运行的，不过这种情况并不多见）。

另外，基于MySQL的默认配置的测试没有什么意义，因为默认配置是基于消耗很少内 存的极小应用的。有时候可以看到一些MySQL和其他商业数据库产品的对比测试，结 果很让人尴尬，可能就是MySQL采用了默认配置的缘故。让人无语的是，这样明显有 误的测试结果还容易变成头条新闻。

固态存储（SSD或者PCI.E卡）给基准测试带来了很大的挑战，第9章将进一步讨论。

最后，如果测试中出现异常结果，不要轻易当作坏数据点而丢弃。应该认真研究并找到 产生这种结果的原因。测试可能会得到有价值的结果，或者一个严重的错误，抑或基准 测试的设计缺陷。如果对测试结果不了解，就不要轻易公布。有一些案例表明，异常的＜33 测试结果往往都是由于很小的错误导致的，最后搞得测试无功而返注’°

*注*6 : 有时，这并不是问题。例如，如果正在考虑从基于SPARC的Solaris系统迁移到基于x86的GNU/ Linux系统，就没有必要测试基于x86的Solaris作为中间过程。

注7： 本书的任何•一位作者都还没发生过这样的事情，仅供参考。

2.3.5运行基准测试并分析结果

一旦准备就绪，就可以着手基准测试，收集和分析数据了。

通常来说，自动化基准测试是个好主意。这样做可以获得更精确的测试结果。因为自动 化的过程可以防止测试人员偶尔遗漏某些步骤，或者误操作。另外也有助于归档整个测 试过程。

自动化的方式有很多，可以是一个Makefile文件或者一组脚本。脚本语言可以根据需要 选择:shell、PHP、Perl等都可以。要尽可能地使所有测试过程都自动化，包括装载数据、 系统预热、执行测试、记录结果等。

~阵= 一旦设置了正确的自动化操作，基准测试将成为一步式操作。如果只是针对某些应 .衣用做一次性的快速验证测试，可能就没必要做自动化。但只要未来可能会引用到测 工《婁试结果，建议都尽量地自动化。否则到时候可能就搞不清楚是如何获得这个结果的, 也不记得采用了什么参数，这样就很难再通过测试重现结果了。

基准测试通常需要运行多次。具体需要运行多少次要看对结果的记分方式，以及测试的 重要程度。要提高测试的准确度，就需要多运行几次。一般在测试的实践中，可以取最 好的结果值，或者所有结果的平均值，抑或从五个测试结果里取最好三个值的平均值。 可以根据需要更进一步精确化测试结果。还可以对结果使用统计方法，确定置信区间 (confidence interval)等。不过通常来说，不会用到这种程度的确定性结果注七只要测试 的结果能满足目前的需求，简单地运行几轮测试，看看结果的变化就可以了。如果结果 变化很大，可以再多运行几次，或者运行更长的时间，这样都可以获得更确定的结果。

获得测试结果后，还需要对结果进行分析，也就是说，要把“数字”变成“知识”。最 终的目的是回答在设计测试时的问题。理想情况下，可以获得诸如“升级到4核CPU可 以在保持响应时间不变的情况下获得超过50%的吞吐量增长”或者“增加索引可以使查 询更快”的结论。如果需要更加科学化，建议在测试前读读zw〃 *hypothesis-*书，但大 部分情况下不会要求做这么严格的基准测试。

E3D>

如何从数据中抽象出有意义的结果，依赖于如何收集数据。通常需要写一些脚本来分析 数据，这不仅能减轻分析的工作量，而且和自动化基准测试一样可以重复运行，并易于 文档化。下面是一个非常简单的shell脚本，演示了如何从前面的数据采集脚本采集到的 数据中抽取时间维度信息。脚本的输入参数是采集到的数据文件的名字。

注8： 如果真的需要科学可靠的结果，应该去读读关于如何设计和执行可控测试的书籍，这个已经超出 了本书讨论的范畴。

#!/bin/sh

* This script converts SHOW GLOBAL STATUS into a tabulated format, one line
* per sample in the input, with the metrics divided by the time elapsed
* between samples, awk '

BEGIN {

printf "#ts date time load QPS";

fmt = " ％.2f”；

)

/ATS/ ( # The timestamp lines begin with TS.

ts = substr($2, 1, index($2, - 1);

load = NF - 2;

diff = ts - prev\_ts；

prev\_ts = ts;

printf "\n%s %s %s %s", ts, $3, $4, substr($load, *1,* length($load)-l);

)

/Queries/ {

printf fmt, ($2-Queries)/diff;

Queries=$2

}

假设该脚本名*为analyze,*当前面的脚本生成状态文件以后，就可以运行该脚本，可能会 得到如下的结果：

[baron@ginger ~]$ **./analyze 5-sec-status-2Oll-O3-2O** #ts date time load QPS

1300642150

1300642155

1300642160

1300642165

1300642170

1300642175

1300642180

1300642185

1300642190

2011-03-20

2011-03-20

2011-03-20

2011-03-20

2011-03-20

2011-03-20

2011-03-20

2011-03-20

2011-03-20

17：29：10 17：29：15 17：29：20 17：29：25 17：29：3O 17：29：35 17：29：40 17：29：45 17：29：5O

0.00 0.62

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

1311.60

1770.60

1756.60

1752.40

1735.00

1713.00

1788.00

1596.40

第一行是列的名字；第二行的数据应该忽略，因为这是测试实际启动前的数据。接下来 的行包含Unix时间戳、日期、时间（注意时间数据是每5秒更新一次，前面脚本说明

时曾提过）、系统负载、数据库的QPS （每秒査询次数）五列，这应该是用于分析系统 性能的最少数据需求了。接下来将演示如何根据这些数据快速地绘成图形，并分析基准 测试过程中发生了什么。
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2.3.6绘图的重要性

如果你想要统治世界，就必须不断地利用“阴谋”注9。而最简单有效的图形，就是将性能 指标按照时间顺序绘制。通过图形可以立刻发现一些问题，而这些问题在原始数据中却

注9： 英语中plot既有“阴谋”的意思，也有“绘图”的意思，所以这里是一句双关语。——译者注 很难被注意到。或许你会坚持看测试工具打印出来的平均值或其他汇总过的信息，但平 均值有时候是没有用的，它会掩盖掉一些真实情况。幸运的是，前面写的脚本的输出都 可以定制作为*gnuplot*或者&绘图的数据来源。假设使用*gnuplot,*假设输出的数据文件 名是 *QPS-per-5-seconds :*

gnuplot> plot "QPS-per-5-seconds" using 5 *w* lines title "QPS"

该*gnuplot*命令将文件的第五列qps数据绘成图形，图的标题是QPS。图2.2是绘制出 来的结果图。
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图2・2：基准测试的QPS图形

下面我们讨论一个可以更加体现图形价值的例子。假设MySQL数据正在遭受“疯狂刷 新(furious flushing)”的问题，在刷新落后于检査点时会阻塞所有的活动，从而导致吞 吐量严重下跌。95%的响应时间和平均响应时间指标都无法发现这个问题，也就是说这 色〉两个指标掩盖了问题。但图形会显示出这个周期性的问题，请参考图2.3。

图2・3显示的是每分钟新订单的交易量(NOTPM, new-order transactions per minute)o 从曲线可以看到明显的周期性下降，但如果从平均值(点状虚线)来看波动很小。一开 始的低谷是由于系统的缓存是空的，而后面其他的下跌则是由于系统刷新脏块到磁盘导 致。如果没有图形，要发现这个趋势会比较困难。
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图2・3： 一个30分钟的dbt2测试的结果

这种性能尖刺在压力大的系统比较常见，需要调査原因。在这个案例中，是由于使用了 旧版本的InnoDB引擎，脏块的刷新算法性能很差。但这个结论不能是想当然的，需要一 认真地分析详细的性能统计。在性能下跌时,SHOW ENGINE INNODB STATUS的输出是什么？ SHOW FULL PROCESSLIST的输出是什么？应该可以发现InnoDB在持续地刷新脏块，并 且阻塞了很多状态是wwaiting on query cache lockM的线程，或者其他类似的现象。在 执行基准测试的时候要尽可能地收集更多的细节数据，然后将数据绘制成图形，这样可 以帮助快速地发现问题。

2.4基准测试工具

没有必要开发自己的基准测试系统，除非现有的工具确实无法满足需求。下面的章节会 介绍一些可用的工具。

2.4.1集成式测试工具

回忆一下前文提供的两种测试类型：集成式测试和单组件式测试。毫不奇怪，有些工具 是针对整个应用进行测试，也有些工具是针对MySQL或者其他组件单独进行测试的。 集成式测试，通常是获得整个应用概况的最佳手段。已有的集成式测试工具如下所示。

*ab*

*ab*是一个Apache HTTP服务器基准测试工具。它可以测试HTTP服务器每秒最多 可以处理多少请求。如果测试的是Web应用服务，这个结果可以转换成整个应用 每秒可以满足多少请求。这是个非常简单的工具，用途也有限，只能针对单个URL 进行尽可能快的压力测试。关于*ab*的更多信息可以参考*<http://httpd.apache.org/> docs/2.0/programs/ab. htmlo*

*http\_load*

这个工具概念上和*ab*类似,也被设计为对Web服务器进行测试，但比*ab*要更加灵活。 可以通过一个输入文件提供多个URL, *httpjoad*在这些URL中随机选择进行测试。 也可以定制*http\_load,*使其按照时间比率进行测试，而不仅仅是测试最大请求处理 能力。更多信息请参考 *[http://yvwyv.acme.com/software/http-load/](http://yvwyv.acme.com/software/http-load/o)[o](http://yvwyv.acme.com/software/http-load/o)*

*JMeter*

JMeter是一个Java应用程序，可以加载其他应用并测试其性能。它虽然是设计用来 测试Web应用的，但也可以用于测试其他诸如FTP服务器，或者通过JDBC进行数 据库查询测试。

JMeter比泌和*httpjoad*都要复杂得多。例如，它可以通过控制预热时间等参数， 更加灵活地模拟真实用户的访问。JMeter拥有绘图接口（带有内置的图形化处理的 功能），还可以对测试进行记录，然后离线重演测试结果。更多信息请参考*http:// Jakarta, apache, org/jmeter/ o*

2.4.2单组件式测试工具

有一些有用的工具可以测试MySQL和基于MySQL的系统的性能。2.5节将演示如何利 用这些工具进行测试。

*mysqlslap*

*mysqlslap （http://dev.mysql.com/doc/refman/5.1/en/mysqlslap.html）*可以模拟服务器 的负载，并输出计时信息。它包含在MySQL 5.1的发行包中，应该在MySQL 4.1 或者更新的版本中都可以使用。测试时可以执行并发连接数，并指定SQL语句（可 以在命令行上执行,也可以把SQL语句写入到参数文件中）。如果没有指定SQL语句， *mysqlslap*会自动生成査询schema的SELECT语句。
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在MySQL的发行包中也提供了一款自己的基准测试套件，可以用于在不同数据库 服务器上进行比较测试。它是单线程的，主要用于测试服务器执行査询的速度。结 果会显示哪种类型的操作在服务器上执行得更快。

这个测试套件的主要好处是包含了大量预定义的测试，容易使用，所以可以很轻 松地用于比较不同存储引擎或者不同配置的性能测试。其也可以用于高层次测试， 比较两个服务器的总体性能。当然也可以只执行预定义测试的子集（例如只测试

UPDATE的性能)。这些测试大部分是CPU密集型的，但也有些短时间的测试需要大 量的磁盘I/O操作。

这个套件的最大缺点主要有：它是单用户模式的，测试的数据集很小且用户无法使 用指定的数据，并且同一个测试多次运行的结果可能会相差很大。因为是单线程且串 行执行的，所以无法测试多CPU的能力，只能用于比较单CPU服务器的性能差别。

使用这个套件测试数据库服务器还需要Perl和BDB的支持，相关文档请参考*http:// dev. mysql. com/doc/en/mysql-benchmarks. html/o*

*Super Smack*

Super Smack (*[http://vegan.net/tony/supersmack/)](http://vegan.net/tony/supersmack/)%e6%98%af%e4%b8%80%e6%ac%be%e7%94%a8%e4%ba%8e)*[是一款用于](http://vegan.net/tony/supersmack/)%e6%98%af%e4%b8%80%e6%ac%be%e7%94%a8%e4%ba%8e) MySQL 和 PostgreSQL 的基准测试工具，可以提供压力测试和负载生成。这是一个复杂而强大的工具，可 以模拟多用户访问，可以加载测试数据到数据库，并支持使用随机数据填充测试表。 测试定义在“smack”文件中，smack文件使用一种简单的语法定义测试的客户端、 表、查询等测试要素。

*Database Test Suite*

Database Test Suite 是由开源软件开发实验室(OSDL, Open Source Development Labs)设计的，发布在 SourceForge 网站*(<http://sourceforge.net/projects/osdldbt/>)* 上，这是一款类似某些工业标准测试的测试工具集，例如由事务处理性能委员会 (TPC, Transaction Processing Performance Council)制定的各种标准。特别值得一 提的是，其中的d笊2就是一款免费的TPC-C OLTP测试工具(未认证)。之前本书 作者经常使用该工具，不过现在已经使用自己研发的专用于MySQL的测试工具替 代了。

*Percona s TPCC-MySQL Tool '*

我们开发了一个类似TPC-C的基准测试工具集，其中有部分是专门为MySQL测 试开发的。在评估大压力下MySQL的一些行为时，我们经常会利用这个工具进行 测试(简单的测试，一般会釆用*sysbench*替代)。该工具的源代码可以在*https:// launchpad.net/perconatools*下载，在源码库中有一个简单的文档说明。

*sysbench* **<~53~]**

*sysbench ([https://launchpad.net/sysbench)](https://launchpad.net/sysbench)%e6%98%af%e4%b8%80%e6%ac%be%e5%a4%9a%e7%ba%bf%e7%a8%8b%e7%b3%bb%e7%bb%9f%e5%8e%8b%e6%b5%8b%e5%b7%a5%e5%85%b7%e3%80%82%e5%ae%83%e5%8f%af%e4%bb%a5%e6%a0%b9)*[是一款多线程系统压测工具。它可以根](https://launchpad.net/sysbench)%e6%98%af%e4%b8%80%e6%ac%be%e5%a4%9a%e7%ba%bf%e7%a8%8b%e7%b3%bb%e7%bb%9f%e5%8e%8b%e6%b5%8b%e5%b7%a5%e5%85%b7%e3%80%82%e5%ae%83%e5%8f%af%e4%bb%a5%e6%a0%b9) 据影响数据库服务器性能的各种因素来评估系统的性能。例如，可以用来测试文件 I/O、操作系统调度器、内存分配和传输速度、POSIX线程，以及数据库服务器等。 *sysbench*支持Lua脚本语言*(<http://www.lua.org>),* Lua对于各种测试场景的设置可 以非常灵活。*sysbench*是我们非常喜欢的一种全能测试工具，支持MySQL、操作系 统和硬件的硬件测试。

MySQL 的 BENCHMARKO 函数

**MySQL**有一个内置的**BENCHMARK()**函数，可以测试某些特定操作的执行速度。参 数可以是需要执行的次数和表达式。表达式可以是任何的标量表达式，比如返回值 是标量的子查询或者函数。该函数可以很方便地测试某些特定操作的性能，比如通 过测试可以发现，**MD5O**函数比**SHA1O**函数要快：

mysql> SET ©input := 1 hello world1;

mysql> SELECT BENCHMARK(1OOOOOO, MD5(@input));

+ +

I BENCHMARK(1OOOOOO, MD5(@input)) |

+ +

[I o I](#bookmark2778)

+ +

1 row in set (2.78 sec)

mysql> SELECT BENCHMARK(1000000, SHAl(@input));

+ +

I BENCHMARK(1000000, SHAl(@i叩ut)) |

+ +

I 0 I

+ +

1 row in set (3.50 sec)

执行后的返回值永远是**0,**但可以通过客户端返回的时间来判断执行的时间。在这 个例子中可以看到**MD5()**执行比**SHA10**要快。使用**BENCHMARKO**函数来测试性能， 需要清楚地知道其原理，否则容易误用。这个函数只是简单地返回服务器执行表达 式的时间，而不会涉及分析和优化的开销。而且表达式必须像这个例子一样包含用 户定义的变量，否则多次执行同样的表达式会因为系统缓存命中而影响结果注的。

虽然**BENCHMARKO**函数用起来很方便，但不合适用来做真正的基准测试，因为很难 理解真正要测试的是什么，而且测试的只是整个执行周期中的一部分环节。

厘2.5基准测试案例

本节将演示一些利用上面提到的基准测试工具进行测试的真实案例。这些案例未必涵盖 所有测试工具，但应该可以帮助读者针对自己的测试需要来做出判断和选择，并作为入 门的开端。

注10 :本书作者之一碰到了这个向题，因为发现循环执行1 000次表达式和只执行一次表达式的时间居然 差不多，这只能说明缓存命中了。实际上，当碰到此类情况时，第一反应就应当是缓存命中或者 出错了。

2.5.1 http\_load

下面通过一个简单的例子来演示如何使用*http\_load°*首先创建一个*urls.txt*文件，输入 如下的URL :

<http://www.mysqlperformanceblog.com/>

<http://www.mysqlperformanceblog> ・ com/page/2/

<http://www.mysqlperformanceblog> ・ com/mysql-patches/

http://www・mysqlperformanceblog.com/mysql-performance-presentations/ <http://www.mysqlperformanceblog.com/2006/09/06/slow-query-log-analyzes-tools/>

*httpjoad*最简单的用法，就是循环请求给定的URL列表。测试程序将以最快的速度请 求这些URL :

**$ httpload -parallel 1 -seconds 10 urls.txt**

19 fetches, 1 max parallel, 837929 bytes, in 10.0003 seconds

44101.5 mean bytes/connection

1.89995 fetches/sec, 83790.7 bytes/sec

msecs/connect: 41・6647 mean, 56.156 max, 38.21 min

msecs/first-response: 320.207 mean, 508.958 max, 179.308 min

HTTP response codes:

code 200 - 19

测试的结果很容易理解，只是简单地输出了请求的统计信息。下面是另外一个稍微复杂 的测试，还是尽可能快地循环请求给定的URL列表，不过模拟同时有五个并发用户在 进行请求：

**$ http\_load -parallel 5 -seconds 10 urls.txt**

94 fetches, 5 max parallel, 4.75565e+O6 bytes, in 10.0005 seconds

50592 mean bytes/connection

9.39953 fetches/sec, 475541 bytes/sec

msecs/connect: 65.1983 mean, 169.991 max, 38.189 min

msecs/first-response: 245.014 mean, 993.059 max, 99.646 min

HTTP response codes:

code 200 - 94

另外，除了测试最快的速度，也可以根据预估的访问请求率（比如每秒5次）来做压力 模拟测试。

**$ http\_load -rate 5 -seconds 10 urls.txt**

48 fetches, 4 max parallel, 2.50104e+06 bytes, in 10 seconds

52105 mean bytes/connection

4.8 fetches/sec, 250104 bytes/sec

msecs/connect: 42.5931 mean, 60.462 max, 38.117 min

msecs/first-response: 246.811 mean, 546.203 max, 108.363 min

HTTP response codes:

code 200 - 48

最后，还可以模拟更大的负载，可以将访问请求率提高到每秒20次请求。请注意，连 接和请求响应时间都会随着负载的提高而增加。

**$ http\_load -rate 20 -seconds 10 urls.txt**

ill fetches, 89 max parallel, 5.91142e+06 bytes, in 10.0001 seconds

53256.1 mean bytes/connection

11.0998 fetches/sec, 591134 bytes/sec

msecs/connect: 100.384 mean, 211.885 max, 38.214 min

msecs/first-response: 2163.51 mean, 7862.77 max, 933.708 min

HTTP response codes:

code 200 -- ill

2.5.2 MySQL基准测试套件

MySQL基准测试套件(MySQL Benchmark Suite)由一组基于Perl开发的基准测试工具 组成。在MySQL安装目录下的*sql-bench*子目录中包含了该工具。比如在Debian GNU/ Linux 系统上，默认的路径是 */usr/share/mysql/sql-bench o*

在用这个工具集测试前，应该读一下&瓦桩文件，了解使用方法和命令行参数说明。 如果要运行全部测试，可以使用如下的命令：

**$ cd /usr/share/mysql/sql-bench/**

sql-bench$ **./run-all-tests --server=mysql --user=root --log --fast** Test finished. You can find the result in: output/RUN-mysql\_fast-Linux\_2.4.18\_686\_smp\_i686

运行全部测试需要比较长的时间，有可能会超过一个小时，其具体长短依赖于测试的硬 件环境和配置。如果指定了 Tog命令行，则可以监控到测试的进度。测试的结果都保 存在*output*子目录中，每项测试的结果文件中都会包含一系列的操作计时信息。下面是 一个具体的例子，为方便印刷，部分格式做了修改。

sql-bench$ tail -5 output/select-mysql\_fast-Linux\_2.4.18\_686\_\_smp\_i686

Time for count\_distinct\_group\_on\_key (1000:6000):

34 wallclock secs ( 0.20 usr 0.08 sys + 0.00 cusr 0.00

Time for count\_distinct\_group\_on\_key\_parts (1000:100000):

34 wallclock secs ( 0.57 usr 0.27 sys +

Time for count\_distinct\_group (1000:100000):

34 wallclock secs ( 0.59 usr 0.20 sys +

Time for count\_distinct\_big (100:1000000):

8 wallclock secs ( 4.22 usr 2.20 sys +

Total time:

868 wallclock secs (33.24 usr 9.55 sys +

0.00

0.00

0.00

0.00

cusr

cusr

cusr

cusr

0.00

0.00

0.00

0.00

csys = 0.28 CPU)

csys = 0.84 CPU)

csys = 0.79

csys = 6.42

csys = 42.79

CPU)

CPU)

CPU)

如上所示，count distinct group on key(1000:6000)测试花费了 34 秒(wallclock secs), 这是客户端运行测试花费的总时间$其他值(包括use sys, cursr, csys)则占了测 riT＞试的0.28秒的开销，这是运行客户端测试代码所花费的时间，而不是等待MySQL服务

器响应的时间。而测试者真正需要关心的测试结果，是除去客户端控制的部分，即实际 运行时间应该是33.72秒。

除了运行全部测试集外，也可以选择单独执行其中的部分测试项。例如可以选择只执行

insert测试，这会比运行全部测试集所得到的汇总信息给出更多的详细信息：

sql-bench$ **./test-insert**

Testing server 'MySQL 4.0.13 log' at 2003-05-18 11:02:39

Testing the speed of inserting data into 1 table and do some selects on it. The tests are done with a table that has 100000 rows.

Generating random keys

Creating tables

Inserting 100000 rows in order

Inserting 100000 rows in reverse order

Inserting 100000 rows in random order

Time for insert (300000):

42 wallclock secs ( 7-91 usr 5.03 sys + 0.00 cusr 0.00 csys = 12.94 CPU) Testing insert of duplicates Time for insert\_duplicates (100000):

16 wallclock secs ( 2.28 usr 1.89 sys + 0.00 cusr 0.00 csys = 4.17 CPU)

2.5,3 sysbench

*sysbench*可以执行多种类型的基准测试，它不仅设计用来测试数据库的性能，也可以 测试运行数据库的服务器的性能。实际上，Peter和Vadim最初设计这个工具是用来执 行MySQL性能测试的（尽管并不能完成所有的MySQL基准测试）。下面先演示一些非 MySQL的测试场景，来测试各个子系统的性能，这些测试可以用来评估系统的整体性 能瓶颈。后面再演示如何测试数据库的性能。

强烈建议大家都能熟悉*sysbench*测试，在MySQL用户的工具包中，这应该是最有用 的工具之一。尽管有其他很多测试工具可以替*^sysbench*的某些功能，但那些工具有 时候并不可靠，获得的结果也不一定和MySQL性能相关。例如，I/O性能测试可以用 *iozone, bonnier*等一系列工具，但需要注意设计场景，以便可以模拟InnoDB的磁盘 I/O模式。而，s阮〃湖的I/O测试则和InnoDB的I/O模式非常类似，所以fileio选项是非 常好用的。

sysbench的CPU基准测试

最典型的子系统测试就是CPU基准测试。该测试使用64位整数，测试计算素数直到某 个最大值所需要的时间。下面的例子将比较两台不同的GNU/Linux服务器上的测试结果。 第一台机器的CPU配置如下：

[serverl ~]$ **cat /proc/cpuinfo**

<^7~]

AMD Opteron(tm) Processor 246

model name stepping 卬u MHz cache size

1

1992.857

1024 KB

在这台服务器上运行如下的测试：

[serverl ~]$ sysbench --test=cpu --cpu-max-prime=20000 run

sysbench vO.4.8: multithreaded system evaluation benchmark

Test execution summary: total time: 121.7404s

第二台服务器配置了不同的CPU :

[server? ~]$ cat /proc/cpuinfo

• • • .

model name : Intel(R) Xeon(R) CPU 5130 @ 2.00GHz

stepping : 6

cpu MHz : 1995.005

测试结果如下：

[serverl ~]$ sysbench --test=cpu --cpu-max-prime=20000 run

sysbench v0.4.8: multithreaded system evaluation benchmark

• • •

Test execution summary: total time: 61.8596s

测试的结果简单打印出了计算出素数的时间，很容易进行比较。在上面的测试中，第二 台服务器的测试结果显示比第一台快两倍。

sysbench的文件I/O基准测试

文件I/O （fileio）基准测试可以测试系统在不同I/O负载下的性能。这对于比较不同的 硬盘驱动器、不同的RAID卡、不同的RAID模式，都很有帮助。可以根据测试结果来 调整I/O子系统。文件I/O基准测试模拟了很多InnoDB的I/O特性。

测试的第一步是准备（prepare）阶段，生成测试用到的数据文件，生成的数据文件至少 要比内存大。如果文件中的数据能完全放入内存中，则操作系统缓存大部分的数据，导 致测试结果无法体现I/O密集型的工作负载。首先通过下面的命令创建一个数据集：

$ sysbench --test=fileio --file-total-size=150G prepare

这个命令会在当前工作目录下创建测试文件，后续的运行（「un）阶段将通过读写这些文 件进行测试。第二步就是运行（「un）阶段，针对不同的I/O类型有不同的测试选项：

|~58?> seqwr

顺序写入。

seqrewr

顺序重写。

seqrd

顺序读取。

rndrd

随机读取。

rndwr

随机写入。

rdnrw

混合随机读/写。

下面的命令运行文件I/O混合随机读/写基准测试：

**$ sysbench --test=fileio --file-total-size=150G ---File-test-mode=rndrw/ --init-rng=on --max-time=300 --max-requests=O run**

结果如下：

sysbench vO.4.8: multithreaded system evaluation benchmark

Running the test with following options:

Number of threads: 1

Initializing random number generator from timer.

Extra file open flags: 0

128 files, 1.1719Gb each

15OGb total file size

Block size 16Kb

Number of random requests for random 10: 10000

Read/Write ratio for combined random 10 test: 1.50

Periodic FSYNC enabled^ calling fsync() each 100 requests.

Calling fsync() at the end of test, Enabled.

Using synchronous 1/0 mode

Doing random r/w test

Threads started!

Time limit exceeded, exiting...

Done.

Operations performed: 40260 Read, 26840 Write, 85785 Other = 152885 Total

Read 629.06Mb Written 419.38Mb Total transferred l・O239Gb (3.4948Mb/sec) 223.67 Requests/sec executed

Test execution summary:

total time: 300.0004s

total number of events: 67100

total time taken by event execution: 254.4601

per-request statistics:

min: o.oooos

avg: 0.0038s

r^r>

max:

approx. 95 percentile:

0.5628s

0.0099s

Threads fairness: events (avg/stddev): execution time (avg/stddev):

671OO.OOOO/O.OO

254.4601/0.00

输出结果中包含了大量的信息。和I/O子系统密切相关的包括每秒请求数和总吞吐量。 在上述例子中，每秒请求数是223.67 Requests/sec,吞吐量是3.4948MB/seco另外，时 间信息也非常有用，尤其是大约95%的时间分布。这些数据对于评估磁盘性能十分有用0

测试完成后，运行清除（cleanup）操作删除第一步生成的测试文件：

**$ sysbench --test=fileio --file-total-size=150G cleanup**

sysbench的OLTP基准测试

OLTP基准测试模拟了一个简单的事务处理系统的工作负载。下面的例子使用的是一张 超过百万行记录的表，第一步是先生成这张表：

**$ sysbench --test=oltp --oltp-table-size=1000000 --mysql-db=test/ --mysql-user=root prepare**

sysbench vo.4.8: multithreaded system evaluation benchmark

No DB drivers specified, using mysql

Creating table 'sbtest'・.・

Creating 1000000 records in table 'sbtest'...

生成测试数据只需要上面这条简单的命令即可。接下来可以运行测试，这个例子釆用了 8个并发线程，只读模式，测试时长60秒：

**$ sysbench --test=oltp --oltp-table-size=1000000 --mysql-db=test --mysql-user=root/ --max-time=60 --oltp-read-only=on --max-requests=O --num-threads=8 run**

sysbench v0.4.8: multithreaded system evaluation benchmark

No DB drivers specified, using mysql

WARNING: Preparing of "BEGIN" is unsupported, using emulation

(last message repeated 7 times)

Running the test with following options:

Number of threads: 8

Doing OLTP test.

Running mixed OLTP test

Doing read-only test

Using Special distribution (12 iterations, 1 pct of values are returned in 75 pct cases)

Using "BEGIN" for starting transactions

Using auto\_inc on the id column

Threads started!

Time limit exceeded, exiting...

(last message repeated 7 times) Done.

OLTP test statistics: queries performed:

|  |  |  |  |
| --- | --- | --- | --- |
| read: | 179606 |  |  |
| write: | 0 |  |  |
| other: | 25658 |  |  |
| total: | 205264 |  |  |
| transactions: | 12829 | (213.07 per sec.) |  |
| deadlocks: | 0 | (0.00 per sec.) |  |
| read/write requests: | 179606 | (2982.92 per sec.) |  |
| .other operations: | 25658 | (426.13 per sec.) |  |
| Test execution summary: |  |  | - |
| total time: | 60.2114s | |  |
| total number of events: | 12829 |  |  |
| total time taken by event | execution: 480.2086 | |  |

per-request statistics: min: avg: max: approx. 95 percentile:

0.0030s

0.0374s

1.9106s

0.1163s

1603.6250/70.66

60.0261/0.06

Threads fairness: events (avg/stddev): execution time (avg/stddev):

如上所示，结果中包含了相当多的信息。其中最有价值的信息如下：

* 总的事务数。
* 每秒事务数。
* 时间统计信息(最小、平均、最大响应时间，以及95%百分比响应时间)。
* 线程公平性统计信息(thread-fairness),用于表示模拟负载的公平性。

这个例子使用的是*sysbench*的第4版，在SourceForge.net可以下载到这个版本的编译好 的可执行文件。也可以从Launchpad下载最新的第5版的源代码自行编译(这是一件简单、 有用的事情)，这样就可以利用很多新版本的特性，包括可以基于多个表而不是单个表 进行测试，可以每隔一定的间隔比如10秒打印出吞吐量和响应的结果。这些指标对于 理解系统的行为非常重要。

sysbench的其他特性

*sysbench*还有一些其他的基准测试，但和数据库性能没有直接关系。

内存(memory)

测试内存的连续读写性能。

1-61 > 线程（thread）

测试线程调度器的性能。对于高负载情况下测试线程调度器的行为非常有用。

互斥锁（mutex）

测试互斥锁（mutex）的性能，方式是模拟所有线程在同一时刻并发运行，并都短暂 请求互斥锁（互斥锁mutex是一种数据结构，用来对某些资源进行排他性访问控制， 防止因并发访问导致问题）。

顺序写（seqwr）

测试顺序写的性能。这对于测试系统的实际性能瓶颈很重要。可以用来测试RAID 控制器的高速缓存的性能状况，如果测试结果异常则需要引起重视。例如，如果 RAID控制器写缓存没有电池保护，而磁盘的压力达到了 3 000次请求/秒，就是一 个问题，数据可能是不安全的。

另外，除了指定测试模式参数*（—test）*夕卜，*sysbench*还有其他很多参数，比如*-num -threads^ -max-requests*和参数，更多信息请查阅相关文档。

2.5.4数据库测试套件中的dbt2 TPC-C测试

数据库测试套件（Database Test Suite）中的d眾2是一款免费的TPC-C测试工具。 TPC-C是TPC组织发布的一个测试规范，用于模拟测试复杂的在线事务处理系统 （OLTP）。它的测试结果包括每分钟事务数（tpmC）,以及每事务的成本（Price/tpmC）0 这种测试的结果非常依赖硬件环境，所以公开发布的TPC-C测试结果都会包含具体的系 统硬件配置信息。

**—I d**眾**2**并不是真正的**TPC-C**测试，它没有得到**TPC**组织的认证，它的结果不能直接 佥」饌跟**TPC-C**的结果做对比。而且本书作者开发了一款比**d**所**2**更好的测试工具，详细 **I**一七我情况见**2.5.5**节。

下面看一个设置和运行d笊2基准测试的例子。这里使用的是*dbt2* 0.37版本，这个版本 能够支持MySQL的最新版本（还有更新的版本，但包含了一些MySQL不能提供完全 支持的修正）。下面是测试步骤。

1.准备测试数据。

下面的命令会在指定的目录创建用于10个仓库的数据。每个仓库使用大约700MB 磁盘空间，测试所需要的总的磁盘空间和仓库的数量成正比。因此，可以通过参 数来调整仓库的个数以生成合适大小的数据集。

* **src/datagen -w 10 -d /mnt/data/dbt2-wl0 < 62 I**

**warehouses = 10**

**districts = 10**

**customers = 3000**

**items = looooo**

**orders = 3000**

**stock = 100000**

**new\_orders = 900**

**Output directory of data files: /mnt/data/dbt2-wio**

**Generating data files for 10 warehouse(s)...**

**Generating item table data...**

**Finished item table data...**

**Generating warehouse table data...**

**Finished warehouse table data...**

**Generating stock table data...**

1. 加载数据到MySQL数据库。

下面的命令创建一个名为dbt2wl0的数据库，并且将上一步生成的测试数据加载到

数据库中(边参数指定数据库，参数指定测试数据所在的目录)。

* **scripts/mysql/mysql\_load\_db.sh -d dbt2wl0 -f /mnt/data/dbt2-wio/**

**-s /var/lib/mysql/mysql.sock**

1. 运行测试。

最后一步是运行*scripts*脚本目录中的如下命令执行测试：

* **run\_mysql.sh -c 10 -w 10 -t 300 -n dbt2wio/**

**-u root -o /var/lib/mysql/mysql.sock-e**

* **DBT2 test for MySQL started \***
* **\***
* **Results can be found in output/9 directory \***

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

* **\***
* **Test consists of 4 stages: \***
* **\***
* **1. Start of client to create pool of databases connections \***
* **2. Start of driver to emulate terminals and transactions generation \***
* **3. Test \***
* **4. Processing of results \***
* **\***

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| **DATABASE NAME:** | **dbt2wio** |
| **DATABASE USER:** | **root** |
| **DATABASE SOCKET:** | **/var/lib/mysql/mysql.sock** |
| **DATABASE CONNECTIONS:** | **10** |
| **TERMINAL THREADS:** | **100** |
| **SCALE FACTOR(WARHOUSES):** | **10** |
| **TERMINALS PER WAREHOUSE:** | **10** |
| **DURATION OF TEST(in sec):** | **300** |
| **SLEEPY in (msec)** | **300** |

EJ3>

ZERO DELAYS MODE:

Stage 1. Starting up client...

Delay for each thread - 300 msec. Will sleep for 4 sec to start 10 database connections

CLIENT\_PID = 12962

Stage 2. Starting up driver...

Delay for each thread - 300 msec. Mill sleep for 34 sec to start 100 terminal threads

All threads has spawned successfuly. '

Stage 3. Starting of the test. Duration of the test 300 sec

Stage 4. Processing of results...

Shutdown clients. Send TERM signal to 12962.

Response Time (s)

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Transaction | % | Average : | 90th % | Total | Rollbacks | % |
| Delivery | 3.53 | 2.224 : | 3.059 | 1603 | 0 | 0.00 |
| New Order | 41.24 | 0.659 : | 1.175 | 18742 | 172 | 0.92 |
| Order Status | 3.86 | 0.684 : | 1.228 | 1756 | 0 | 0.00 |
| Payment | 39.23 | 0.644 : | 1.161 | 17827 | 0 | 0.00 |
| Stock Level | 3.59 | 0.652 : | 1.147 | 1630 | 0 | 0.00 |

3396.95 new-order transactions per minute (NOTPM)

5.5 minute duration

0 total unknown errors

31 second(s) ramping up

最重要的结果是输出信息中末尾处的一行：

3396.95 new-order transactions per minute (NOTPM)

这里显示了系统每分钟可以处理的最大事务数，越大越好(new-order并非一种事务类型 的专用术语，它只是表明测试是模拟用户在假想的电子商务网站下的新订单)。

通过修改某些参数可以定制不同的基准测试。

*-c*

到数据库的连接数。修改该参数可以模拟不同程度的并发性，以测试系统的可扩展性。

-e

启用零延迟(zero-delay)模式，这意味着在不同査询之间没有时间延迟。这可以对 数据库施加更大的压力，但不符合真实情况。因为真实的用户在执行一个新査询前 总需要一个“思考时间(think time)wo

*・t*

基准测试的持续时间o这个参数应该精心设置，否则可能导致测试的结果是无意义的。 对于I/O密集型的基准测试，太短的持续时间会导致错误的结果，因为系统可能还

没有足够的时间对缓存进行预热。而对于CPU密集型的基准测试，这个时间又不应<□□ 该设置得太长；否则生成的数据量过大，可能转变成I/O密集型。

这种基准测试的结果，可以比单纯的性能测试提供更多的信息。例如，如果发现测试有 很多的回滚现象，那么就可以判定很可能什么地方出现错误了。

2.5.5 Percona 的 TPCC-MySQL 测试工具

尽管*sysbench*的测试很简单，并且结果也具有可比性，但毕竟无法模拟真实的业务压 力。相比而言，TPC-C测试则能模扌\*真实压力。2.5.4节谈到的d眾2是TPC-C的一个很 好的实现，但也还有一些不足之处。•为了满足很多大型基准测试的需求，本书的作者重 新开发了一款新的类TPC-C测试工具，代码放在Launchpad ±,可以通过如下地址获 取:*<https://code.launchpad>. net/^percona-dev/perconatools/tpcc-mysql*, 其 中包含 了一个 &瓦妲）桩文件说明了如何编译。该工具使用很简单，但测试数据中的仓库数量很多，可 能需要用到其中的并行数据加载工具来加快准备测试数据集的速度，否则这一步会花费 很长时间。

使用这个测试工具，需要创建数据库和表结构、加载数据、执行测试三个步骤。数据库 和表结构通过包含在源码中的SQL脚本创建。加载数据通过用C写的*tpccjoad*工具完成， 该工具需要自行编译。加载数据需要执行一段时间，并且会产生大量的输出信息（一般 都应该将程序输出重定向到文件中，这里尤其应该如此，否则可能丢失滚动的历史信息）。 下面的例子显示了配置过程，创建了一个小型（五个仓库）的测试数据集，数据库名为 tpcc5o

**$ ./tpcc\_load localhost tpcc5 username p4ssword 5**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

I 65〉 2000

3000 Orders Done.

...DATA LOADING COMPLETED SUCCESSFULLY.

然后，使用*tpcc\_start工*具开始执行基准测试。其同样会产生很多输出信息，还是建议 重定向到文件中。下面是一个简单的示例，使用五个线程操作五个仓库，30秒预热时间， 30秒测试时间：

**$ ./tpcc\_start localhost tpcc5 username p4ssword 5 5 30 30**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

\*\*\* ###easy### TPC-C Load Generator \*\*\* \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

<Parameters>

[server]: localhost

[port]: 3306

[DBname]: tpcc5

[user]: username

[pass]: p4ssword

[warehouse]: 5

[connection]: 5

[rampup]: 30 （sec.）

[measure]: 30 （sec.）

RAMP-UP TIME.（30 sec.）

MEASURING START.

10, 63（O）：O.4O, 63（0）:0.42, 7（0）:0.76, 6（0）:2.60, 6（0）:0.17

20, 75（0）:0.40, 74（0）:0.62, 7（0）：0.04, 9（O）：2.38, 7（0）：0.75

30, 83（0）:0.22, 84（0）:0.37, 9（0）:0.04, 7（0）:1.97, 9（O）:O.8O

STOPPING THREADS

<RT Histogram>

1. New-Order
2. Payment

3.Order-Status

4.Delivery

5.Stock-Level

<90th Percentile RT New-Order : 0.37

（MaxRT）＞

（1.10）

（1.24）

（0.96）

（2.72）

（0.79）

Payment : 0.47 Order-Status : 0.06

Delivery : 2.43 Stock-Level : 0.75

<Raw Results>

[0] sc：221 lt:0

rt:O fl:0 rt:O fl:0

1. SC：221 lt：0
2. sc:23 lt：0 rt：o fl：0
3. SC：22 lt：O rt：o fl：O
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1. SC：22 lt：o rt：o fl：o in 30 sec.

<Raw Results2(sum ver.)>

[0] sc:221 lt:O rt:O fl:O

1. sc:221 lt:O rt：O fl：o
2. sc：23 lt：o rt：O fl：O
3. sc:22 lt:O rt:O fl:O
4. sc:22 lt:O rt：O fl:O

<Constraint Check> (all must be [OK]) [transaction percentage]

Payment: 43.42% (>=43.0%) [OK]

Order-Status: 4.52% (>= 4.0%) [OK]

Delivery: 4.32% (>= 4.0%) [OK]

Stock-Level: 4.32% (>= 4.0%) [OK]

[response time (at least 90% passed)] New-Order: 100.00% [OK] Payment: 100.00% [OK]

Order-Status: 100.00% [OK]

Delivery: 100.00% [OK]

Stock-Level: 100.00% [OK]

<TpmC>

442.000 TpmC

最后一行就是测试的结果：每分钟执行完的事务数注“。如果紧挨着最后一行前发现有异 常结果输出，比如有关于约束检査的信息，那么可以检査一下响应时间的直方图，或者 通过其他详细输出信息寻找线索。当然，最好是能使用本章前面提到的一些脚本，这样 就可以很容易获得测试执行期间的详细的诊断数据和性能数据。

2.6总结

每个MySQL的使用者都应该了解一些基准测试的知识。基准测试不仅仅是用来解决业 务问题的一种实践行动，也是一种很好的学习方法。学习如何将问题分解成可以通过基 准测试来获得答案的方法，就和在数学课上从文字题目中推导出方程式一样。首先正确 地描述问题，之后选择合适的基准测试来回答问题，设置基准测试的持续时间和参数， 运行测试，收集数据，分析结果数据，这一系列的训练可以帮助你成为更好的MySQL 用户。

如果你还没有做过基准测试，那么建议至少要熟悉*sysbencho*可以先学习如何使用oltp 和fileio测试。oltp基准测试可以很方便地比较不同系统的性能。另一方面，文件系统 和磁盘基准测试，则可以在系统出现问题时有效地诊断和隔离异常的组件。通过这样的

注11：我们是在笔记本电脑上运行这个基准测试的，这只是作为潢示用的。真实服务器的速度肯定比这 快得多。

基准测试，我们多次发现了一些数据库管理员的说法存在问题，比如SAN存储真的出 现了一块坏盘，或者RAID控制器的缓存策略的配置并不是像工具中显示的那样。通过 对单块磁盘进行基准测试，如果发现每秒可以执行14 000次随机读，那要么是碰到了严 重的错误，要么是配置出现了问题注”。

如果经常执行基准测试，那么制定一些原则是很有必要的。选择一些合适的测试工具并 深入地学习。可以建立一个脚本库，用于配置基准测试，收集输出结果、系统性能和状 态信息，以及分析结果。使用一种熟练的绘图工具如*gnuplot*或者& （不用浪费时间使 用电子表格，它们既笨重，速度又慢）。尽量早和多地使用绘图的方式，来发现基准测 试和系统中的问题和错误。你的眼睛是比任何脚本和自动化工具都更有效的发现问题的 工具。

注12： —块机械磁盘每秒只能执行几百次的随机读操作，因为寻道操作是需要时间的。

服务器性能剖析

在我们的技术咨询生涯中，最常碰到的三个性能相关的服务请求是：如何确认服务器是- 否达到了性能最佳的状态、找出某条语句为什么执行不够快，以及诊断被用户描述成“停 顿”、“堆积”或者“卡死”的某些间歇性疑难故障。本章将主要针对这三个问题做出解答。 我们将提供一些工具和技巧来优化整机的性能、优化单条语句的执行速度，以及诊断或 者解决那些很难观察到的问题(这些问题用户往往很难知道其根源，有时候甚至都很难 察觉到它的存在)。

这看起来是个艰巨的任务，但是事实证明，有一个简单的方法能够从噪声中发现苗 头。这个方法就是专注于测量服务器的时间花费在哪里，使用的技术则是性能剖析 (profiling) o在本章，我们将展示如何测量系统并生成剖析报告，以及如何分析系统的 整个堆栈(stack),包括从应用程序到数据库服务器到单个査询。

首先我们要保持空杯精神，抛弃掉一些关于性能的常见的误解。这有一定的难度，下面 我们一起通过一些例子来说明问题在哪里。 ’

3.1性能优化简介

问10个人关于性能的问题，可能会得到10个不同的回答，比如“每秒査询次数”、“cbu 利用率”、“可扩展性”之类。这其实也没有问题，每个人在不同场景下对性能有不同的 理解，但本章将给性能一个正式的定义。我们将性能定义为完成某件任务所需要的时间 度量，换句话说，性能即响应时间，这是一个非常重要的原则。我们通过任务和时间而 不是资源来测量性能。数据库服务器的目的是执行SQL语句，所以它关注的任务是査询 或者语句，如SELECT. UPDATE. DELETE等注七数据库服务器的性能用査询的响应时间来 T

注1： 本书不会严格区分查询和语句，DDL和DML等。不管给服务器发送什么命令，关心的都是执行

命令的速度。本书将使用“查询” 一词泛指所有发送给服务器的命令。

度量，单位是每个査询花费的时间。

还有另外一个问题：什么是优化？我们暂时不讨论这个问题，而是假设性能优化就是在 一定的工作负载下尽可能地注2降低响应时间。

很多人对此很迷茫。假如你认为性能优化是降低CPU利用率，那么可以减少对资源的使 用。但这是一个陷阱，资源是用来消耗并用来工作的，所以有时候消耗更多的资源能够 加快査询速度。很多时候将使用老版本InnoDB引擎的MySQL升级到新版本后，CPU 利用率会上升得很厉害，这并不代表性能出现了问题，反而说明新版本的InnoDB对资 源的利用率上升了。査询的响应时间则更能体现升级后的性能是不是变得更好。版本升 级有时候会带来一些bug,比如不能利用某些索引从而导致CPU利用率上升。CPU利用 率只是一种现象，而不是很好的可度量的目标。

同样，如果把性能优化仅仅看成是提升每秒査询量，这其实只是吞吐量优化。吞吐量的 提升可以看作性能优化的副产品注3。对査询的优化可以让服务器每秒执行更多的査询， 因为每条査询执行的时间更短了（吞吐量的定义是单位时间内的査询数量，这正好是我 们对性能的定义的倒数）。

所以如果目标是降低响应时间，那么就需要理解为什么服务器执行査询需要这么多时间， 然后去减少或者消除那些对获得査询结果来说不必要的工作。也就是说，先要搞清楚时 间花在哪里。这就引申出优化的第二个原则：无法测量就无法有效地优化。所以第一步 应该测量时间花在什么地方。

巨二＞ 我们观察到，很多人在优化时，都将精力放在修改一些东西上，却很少去进行精确的测量。 我们的做法完全相反，将花费非常多，甚至90%的时间来测量响应时间花在哪里。如果 通过测量没有找到答案，那要么是测量的方式错了，要么是测量得不够完整。如果测量 了系统中完整而且正确的数据，性能问题一般都能暴露出来，对症下药的解决方案也就 比较明了。测量是一项很有挑战性的工作，并且分析结果也同样有挑战性，测出时间花 在哪里，和知道为什么花在那里，是两码事。

前面提到需要合适的测量范围，这是什么意思呢？合适的测量范围是说只测量需要优化 的活动。有两种比较常见的情况会导致不合适的测量：

注2： 本书尽量避免从理论上来阐述性能优化一词，如果有兴趣可以参考阅读另外两篇文章。在Percona

的网站*（http://www.percona.com*）上，有一篇名为 *Goal-Driven Performance Optimization* 的白皮书， 这是一*篇紧凑的快星参考页。*另夕'一篇是 Cary Millsap 的 *Optimizing Oracle Performance* （O\*Reilly 出版）。Cary的优化方法，被称为R方法，是Oracle世界的优化黄金定律。

注3： 也有人将优化定义为提升呑吐量，这也没有什么问题，但本书采用的不是这个定义，因为我们认

为响应时间更重要，尽管呑吐量在基准测试中更容易测量。

* 在错误的时间启动和停止测量。
* 测量的是聚合后的信息，而不是目标活动本身。

例如，一个常见的错误是先査看慢查询，然后又去排査整个服务器的情况来判断问题在 哪里。如果确认有慢査询，那么就应该测量慢査询，而不是测量整个服务器。测量的应 该是从慢査询的开始到结束的时间，而不是査询之前或査询之后的时间。

完成一项任务所需要的时间可以分成两部分：执行时间和等待时间。如果要优化任务的 执行时间，最好的办法是通过测量定位不同的子任务花费的时间，然后优化去掉一些子 任务、降低子任务的执行频率或者提升子任务的效率。而优化任务的等待时间则相对要 复杂一些，因为等待有可能是由其他系统间接影响导致，任务之间也可能由于争用磁盘 或者CPU资源而相互影响。根据时间是花在执行还是等待上的不同，诊断也需要不同的 工具和技术。

刚才说到需要定位和优化子任务，但只是一笔带过。一些运行不频繁或者很短的子任务 对整体响应时间的影响很小，通常可以忽略不计。那么如何确认哪些子任务是优化的目 标呢？这个时候性能剖析就可以派上用场了。

<7F|

如何判断测量是正确的？

如果测量是如此重要，那么测量错了会有什么后果？实际上，测量经常都是错误的。 对数量的测量并不等于数量本身。测量的错误可能很小，跟实际情况区别不大，但 错的终归是错的。所以这个问题其实应该是：“测量到底有多么不准确？ ”这个问 题在其他一些书中有详细的讨论，但不是本书的主题。但是要意识到使用的是测量 数据，而不是其所代表的实际数据。通常来说，测量的结果也可能有多种模糊的表 现，这可能导致推断出错误的结论。

3.1.1通过性能剖析进行优化

一旦掌握并实践面向响应时间的优化方法，就会发现需要不断地对系统进行性能剖析 (profiling) o

性能剖析是测量和分析时间花费在哪里的主要方法。性能剖析一般有两个步骤：测量任 务所花费的时间；然后对结果进行统计和排序，将重要的任务排到前面。

性能剖析工具的工作方式基本相同。在任务开始时启动计时器，在任务结束时停止计时 器，然后用结束时间减去启动时间得到响应时间。也有些工具会记录任务的父任务。这 些结果数据可以用来绘制调用关系图，但对于我们的目标来说更重要的是，可以将相似 的任务分组并进行汇总。对相似的任务分组并进行汇总可以帮助对那些分到一组的任务 做更复杂的统计分析，但至少需要知道每一组有多少任务，并计算出总的响应时间。通 过性能剖析报告*(profile report)*可以获得需要的结果。性能剖析报告会列出所有任务列 表。每行记录一个任务，包括任务名、任务的执行时间、任务的消耗时间、任务的平均 执行时间，以及该任务执行时间占全部时间的百分比。性能剖析报告会按照任务的消耗 时间进行降序排序。

为了更好地说明，这里举一个对整个数据库服务器工作负载的性能剖析的例子，主要输 出的是各种类型的査询和执行査询的时间。这是从整体的角度来分析响应时间，后面会 演示其他角度的分析结果。下面的输出是用Percona Toolkit中的*pt-query-digest* (实际 上就是著名的Maatkit工具中的*mk-query-digest)*分析得到的结果。为了显示方便，对 结果做了一些微调，并且只截取了前面几行结果：

Rank Response time Calls R/Call Item

1. 11256.3618 68.1% 78069 0.1442 SELECT InvitesNew
2. 2029.4730 12.3% 14415 0.1408 SELECT StatusUpdate
3. 1345.3445 8.1% 3520 0.3822 SHOW STATUS

*\JL＞*上面只是性能剖析结果的前几行，根据总响应时间进行排名，只包括剖析所需要的最小 列组合。每一行都包括了査询的响应时间和占总时间的百分比、査询的执行次数、单次 执行的平均响应时间，以及该査询的摘要。通过这个性能剖析可以很清楚地看到每个查 询相互之间的成本比较，以及每个査询占总成本的比较。在这个例子中，任务指的就是 查询，实际上在分析MySQL的时候经常都指的是查询。

我们将实际地讨论两种类型的性能剖析：基于执行时间的分析和基于等待的分析。基于 执行时间的分析研究的是什么任务的执行时间最长，而基于等待的分析则是判断任务在 什么地方被阻塞的时间最长。

如果任务执行时间长是因为消耗了太多的资源且大部分时间花费在执行上，等待的时间 不多，这种情况下基于等待的分析作用就不大。反之亦然，如果任务一直在等待，没有 消耗什么资源，去分析执行时间就不会有什么结果。如果不能确认问题是出在执行还是 等待上，那么两种方式都需要试试。后面会给出详细的例子。

事实上，当基于执行时间的分析发现一个任务需要花费太多时间的时候，应该深入去分 析一下，可能会发现某些“执行时间”实际上是在等待。例如，上面简单的性能剖析的 输出显示表InvitesNew±的SELECT查询花费了大量时间，如果深入研究，则可能发现 时间都花费在等待I/O完成上。

在对系统进行性能剖析前，必须先要能够进行测量，这需要系统可测量化的支持。可测 量的系统一般会有多个测量点可以捕获并收集数据，但实际系统很少可以做到可测量化。 大部分系统都没有多少可测量点，即使有也只提供一些活动的计数，而没有活动花费 的时间统计。MySQL就是一个典型的例子，直到版本5.5才第一次提供了 Performance Schema,其中有一些基于时间的测量点注七而版本5.1及之前的版本没有任何基于时间 的测量点。能够从MySQL收集到的服务器操作的数据大多是show status计数器的形式， 这些计数器统计的是某种活动发生的次数。这也是我们最终决定创建Percona Server的 主要原因，Percona Server从版本5.0开始提供很多更详细的査询级别的测量点。

虽然理想的性能优化技术依赖于更多的测量点，但幸运的是，即使系统没有提供测量点， 也还有其他办法可以展开优化工作。因为还可以从外部去测量系统，如果测量失败，也 可以根据对系统的了解做出一些靠谱的猜测。但这么做的时候一定要记住，不管是外部*＜J4J* 测量还是猜测，数据都不是百分之百准确的，这是系统不透明所带来的风险。

举个例子，在Percona Server 5.0中，慢査询日志揭露了一些性能低下的原因，如磁盘I/O 等待或者行级锁等待。如果日志中显示一条査询花费10秒，其中9.6秒在等待磁盘I/O, 那么追究其他4%的时间花费在哪里就没有意义，磁盘I/O才是最重要的原因。

3.1.2理解性能剖析

MySQL的性能剖析(profile)将最重要的任务展示在前面，但有时候没显示出来的信息 也很重要。可以参考一下前面提到过的性能剖析的例子。不幸的是，尽管性能剖析输出 了排名、总计和平均值，但还是有很多需要的信息是缺失的，如下所示。

值得优化的查询(worthwhile query)

性能剖析不会自动给出哪些査询值得花时间去优化。这把我们带回到优化的本意， 如果你读过Cary Millsap的书，对此就会有更多的理解。这里我们要再次强调两点： 第一，一些只占总响应时间比重很小的査询是不值得优化的。根据阿姆达尔定律 (Amdahl5s Law),对一个占总响应时间不超过5%的査询进行优化，无论如何努力， 收益也不会超过5%。第二，如果花费了 1 000美元去优化一个任务，但业务的收入 没有任何增加，那么可以说反而导致业务被逆优化了 1 000美元。如果优化的成本 大于收益，就应当停止优化。

异常情况

某些任务即使没有出现在性能剖析输出的前面也需要优化。比如某些任务执行次数 很少，但每次执行都非常慢，严重影响用户体验。因为其执行频率低，所以总的响 注4 : MySQL 5.5的Performance Schema也没有提供查询级别的细节数据，要到MySQL 5.6才提供。

应时间占比并不突出。

未知的未知注5

一款好的性能剖析工具会显示可能的“丢失的时间”。丢失的时间指的是任务的总时 间和实际测量到的时间之间的差。例如，如果处理器的CPU时间是10秒，而剖析 到的任务总时间是9.7秒，那么就有300毫秒的丢失时间。这可能是有些任务没有 测量到，也可能是由芋测量的误差和精度问题的缘故。如果工具发现了这类问题, 则要引起重视，因为有可能错过了某些重要的事情。即使性能剖析没有发现丢失时间， *nr>* 也需要注意考虑这类问题存在的可能性，这样才不会错过重要的信息。我们的例子

中没有显示丢失的时间，这是我们所使用工具的一个局限性。

被掩藏的细节

性能剖析无法显示所有响应时间的分布。只相信平均值是非常危险的，它会隐藏很 多信息，而且无法表达全部情况。Peter经常举例说医院所有病人的平均体温没有任 何价值注6。假如在前面的性能剖析的例子的第一项中，如果有两次査询的响应时间是 1秒，而另外12 771次査询的响应时间是几十微秒，结果会怎样？只从平均值里是 无法发现两次1秒的査询的。要做出最好的决策，需要为性能剖析里输出的这一行 中包含的12 773次査询提供更多的信息，尤其是更多响应时间的信息，比如直方图、 , 百分比、标准差、偏差指数等。

好的工具可以自动地获得这些信息。实际上，*pt-query-digest*就在剖析的结果里包含了 很多这类细节信息，并且输出在剖析报告中。对此我们做了简化，可以将精力集中在重 要而基础的例子上：通过排序将最昂贵的任务排在前面。本章后面会展示更多丰富而有 用的性能剖析的例子。

在前面的性能剖析的例子中，还有一个重要的缺失，就是无法在更高层次的堆栈中进行 交互式的分析。当我们仅仅着眼于服务器中的单个査询时，无法将相关査询联系起来， 也无法理解这些査询是否是同一个用户交互的一部分。性能剖析只能管中窥豹，而无法 将剖析从任务扩展至事务或者页面査看(page view)的级别。也有一些办法可以解决这 个问题，比如给査询加上特殊的注释作为标签，可以标明其来源并据此做聚合，也可以 在应用层面增加更多的测量点，这是下一节的主题。

3.2对应用程序进行性能剖析

对任何需要消耗时间的任务都可以做性能剖析，当然也包括应用程序。实际上，剖析应 用程序一般比剖析数据库服务器容易，而且回报更多。虽然前面的演示例子都是针对

注5： 在此向DonaldRumsfeld<歉。他的评论尽管听起来可笑，但实际上非常有见地。 注6： 啊！(这只是个玩笑，我们并不坚持。)

MySQL服务器的剖析，但对系统进行性能剖析还是建议自上而下地进行注7,这样可以追 踪自用户发起到服务器响应的整个流程。虽然性能问题大多数情况下都和数据库有关， 但应用导致的性能问题也不少。性能瓶颈可能有很多影响因素：

* 外部资源，比如调用了外部的Web服务或者搜索引擎。
* 应用需要处理大量的数据，比如分析一个超大的XML文件。
* 在循环中执行昂贵的操作，比如滥用正则表达式。
* 使用了低效的算法，比如使用暴力搜索算法(naive search algorithm)来査找列表中 的项。

幸运的是，确定MySQL的问题没有这么复杂，只需要一款应用程序的剖析工具即可(作 为回报，一旦拥有这样的工具，就可以从一开始就写出高效的代码)。

建议在所有的新项目中都考虑包含性能剖析的代码。往已有的项目中加入性能剖析代码 也许很困难，新项目就简单一些。

性能剖析本身会导致服务器变慢吗？

说“是的”，是因为性能剖析确实会导致应用慢一点；说“不是”，是因为性能剖析 可以帮助应用运行得更快。先别急，下面就解释一下为什么这么说。

性能剖析和定期检测都会带来额外开销。问题在于这部分的开销有多少，并且由此 获得的收益是否能够抵消这些开销。

大多数设计和构建过高性能应用程序的人相信，应该尽可能地测量一切可以测量的 地方，并且接受这些测量带来的额外开销，这些开销应该被当成应用程序的一部分。 Oracle的性能优化大师Tom Kyte曾被问到Oracle中的测量点的开销，他的回答是， 测量点至少为性能优化贡献了 10%。对此我们深表赞同，而且大多数应用并不需 要每天都运行详细的性能测量，所以实际贡献甚至要超过10%。即使不同意这个 观点，为应用构建一些可以永久使用的轻量级的性能剖析也是有意义的。如果系统 没有每天变化的性能统计，则碰到无法提前预知的性能瓶颈就是一件头痛的事情。 发现问题的时候，如果有历史数据，则这些历史数据价值是无限的。而且性能数据 还可以帮助规划好硬件采购、资源分配，以及预测周期性的性能尖峰。

注7： 我们将在后面展示例子，因为需要有一些先验知识，这个问题跟底层相关，所以我们先跳过自顶 向下的方法。

那么何谓“轻量级”的性能剖析？比如可以为所有SQL语句计时，加上脚本总时 间统计，这样做的代价不高，而且不需要在每次页面查看(page view)时都执行。 如果流量趋势比较稳定，随机采样也可以，随机采样可以通过在应用程序中设置实 现：

EZ7>

<?php $profiling\_enabled = rand(o, 100) > 99； ?> ~

这样只有1%的会话会执行性能采样，来帮助定位一些严重的问题。这种策略在生 产环境中尤其有用，可以发现一些其他方法无法发现的问题。

几年前在写作本书的第二版的时候，流行的Web编程语言和框架中还没有太多现成的性 能剖析工具可以用于生产环境，所以在书中展示了一段示例代码，可以简单而有效地复 制使用。而到了今天，已经有了很多好用的工具，要做的只是打开工具箱，就可以开始 优化性能。

首先，这里要"兜售”的一个好工具是一款叫做New Relic的软件即服务(software・as・ a-service)产品。声明一下我们不是“托”，我们一般不会推荐某个特定公司或产品，但 这个工具真的非常棒，建议大家都用它。我们的客户借助这个工具，在没有我们帮助的 情况下，解决了很多问题；即使有时候找不到解决办法，但依然能够帮助定位到问题。 New Relic会插入到应用程序中进行性能剖析，将收集到的数据发送到一个基于Web的 仪表盘，使用仪表盘可以更容易利用面向响应时间的方法分析应用性能。这样用户只需 要考虑做那些正确的事情，而不用考虑如何去做。而且New Relic测量了很多用户体验 相关的点，涵盖从Web浏览器到应用代码，再到数据库及其他外部调用。

像New Relic这类工具的好处是可以全天候地测量生产环境的代码一一既不限于测试环 境，也不限于某个时间段。这一点非常重要，因为有很多剖析工具或者测量点的代价很高, 所以不能在生产环境全天候运行。在生产环境运行，可以发现一些在测试环境和预发环 境无法发现的性能问题。如果工具在生产环境全天候运行的成本太高，那么至少也要在 集群中找一台服务器运行，或者只针对部分代码运行，原因请参考前面的“性能剖析本 身会导致服务器变慢吗？ ”。

3.2.1测量PHP应用程序

如果不使用New Relic,也有其他的选择。尤其是对PHP,有好几款工具都可以帮助进 行性能剖析。其中一款叫做 x如尸c/ (*[http://pecl.php.net/package/xhprof)](http://pecl.php.net/package/xhprof),%e8%bf%99%e6%98%af)*[,这是](http://pecl.php.net/package/xhprof),%e8%bf%99%e6%98%af) Facebook开发给内部使用的，在2009年开源了*° xhprof*有很多高级特性，并且易于安装和使用， 它很轻量级，可扩展性也很好，可以在生产环境大量部署并全天候使用，它还能针对函 数调用进行剖析，并根据耗费的时间进行排序。相比*xhprof,*还有一些更底层的工具， 比如*xdebug、Valgrind*和財c阮可以从多个角度对代码进行检测注七有些工具会产 生大量输出，并且开销很大，并不适合在生产环境运行，但在开发环境却可以发挥很大 的作用。

下面要讨论的另外一个PHP性能剖析工具是我们自己写的，基于本书第二版的代码和 原则扩展而来，名叫 IfP (instrumentation-for-php),代码托管在 Goole Code \_t *(http:// code.google.com/p/instrumentation-for-php/)* o Ifjp 并不像x如尸#一样对 PHP 做深入的测量， 而是更关注数据库调用。所以当无法在数据库层面进行测量的时候，im可以很好地帮助 应用剖析数据库的利用率。im是一个提供了计数器和计时器的单例类，很容易部署到生 产环境中，因为不需要访问PHP配置的权限(对很多开发人员来说，都没有访问PHP 配置的权限，所以这一点很重要)。

Ifp不会自动剖析所有的PHP函数，而只是针对重要的函数。例如，对于某些需要剖析 的地方要用到自定义的计数器，就需要手工启动和停止。但ifp可以自动对整个页面的 执行进行计时，这样对自动测量数据库和*memcached*的调用就比较简单，对于这种情况 就无须手工启动或者停止。这也意味着，Ifp可以剖析三种情况：应用程序的请求(如 page view),数据库的査询和缓存的查询。Ifp还可以将计数器和计时器输出到Apache, 通过Apache可以将结果写入到日志中。这是一种方便且轻量的记录结果的方式。Ifp不 会保存其他数据，所以也不需要有系统管理员的权限。

使用Ifp,只需要简单地在页面的开始处调用start\_request()0理想情况下，在程序的 一开始就应当调用：

require\_once('Instrumentation・ php');

Instrumentation::get\_instance()->start\_request();

这段代码注册了一个shutdown函数，所以在执行结束的地方不需要再做更多的处理。

Ifp会自动对SQL添加注释，便于从数据库的查询日志中更灵活地分析应用的情况，通 过SHOW PROCESSLIST也可以更清楚地知道性能低的査询出自何处。大多数情况下，定位 性能低下査询的来源都不容易，尤其是那些通过字符串拼接出来的查询语句，都没有办 法在源代码中去搜索。那么Ifp的这个功能就可以帮助解决这个问题，它可以很快定位 到査询是从何处而来的，即使应用和数据库中间加了代理或者负载均衡层，也可以确认 是哪个应用的用户，是哪个页面请求，是源代码中的哪个函数、代码行号，甚至是所创 注8： 不像PHP,大部分其他编程语言都有一些内建的剖析功能。例如Ruby可以使用-尸选项，Perl则可 以使用*perl -diDProf,等*等。
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建的计数器的键值对。下面是一个例子：

--File: index.php Line: 118 Function: fullCachePage requested: ABC session\_id: XYZ SELECT \* FROM ... - ~

如何测量MySQL的调用取决于连接MySQL的接口。如果使用的是面向对象的*mysqli* 接口 ,则只需要修改一行代码：将构造函数从*mysqli*改为可以自动测量的*mysqlijc*即可。 *mysqli\_x*构造函数是由Ifp提供的子类，可以在后台测量并改写査询。如果使用的不是 面向对象的接口，或者是其他的数据库访问层，则需要修改更多的代码。如果数据库调 用不是分散在代码各处还好，否则建议使用集成开发环境(IDE)如Eclipse,这样修改 起来要容易些。但不管从哪个方面来看，将访问数据库的代码集中到一起都可以说是最 佳实践。

Ifp的结果很容易分析。Percona Toolkit中的*pt-query-digest*能够很方便地从查询注释中 抽取出键值对，所以只需要简单地将査询记录到MySQL的日志文件中，再对日志文件 进行处理即可。Apache的*mod\_log\_config*模块可以利用Ifp输出的环境变量来定制日志 输出，其中的宏％D还可以以微秒级记录请求时间。

也可以通过LOAD DATA INFILE将Apache的日志载入到MySQL数据库中，然后通过 SQL进行査询。在Ifp的网站上有一个PDF的幻灯片，详细给出了使用示例，包括查询 和命令行参数都有。

或许你会说不想或者没时间在代码中加入测量的功能，其实这事比想象的要容易得多, 而且花在优化上的时间将会由于性能的优化而加倍地回报给你。对应用的测量是不可替 代的。当然最好是直接使用New Relic, *xhprof.* Ifp或者其他已有的优化工具，而不必 重新去发明“轮子”。

MySQL企业监控器的査询分析功能
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MySQL的企业监控器(Enterprise Monitor)也是值得考虑的工具之一。这是 Oracle提供的MySQL商业服务支持中的一部分。它可以捕获发送给服务器的查询， 要么是通过应用程序连接MySQL的库文件实现，要么是在代理层实现(我们并不 太建议使用代理层)。该工具有设计良好的用户界面，可以直观地显示查询的剖析 结果，并且可以根据时间段进行缩放，例如可以选择某个异常的性能尖峰时间来查 看状态图。也可以查看EXPLAIN出来的执行计划，这在故障诊断时非常有用。

3.3剖析MySQL查询

对査询进行性能剖析有两种方式，每种方式都有各自的问题，本章会详细介绍。可以剖 析整个数据库服务器，这样可以分析出哪些査询是主要的压力来源（如果已经在最上面 的应用层做过剖析，则可能已经知道哪些査询需要特别留意）。定位到具体需要优化的 査询后，也可以钻取下去对这些査询进行单独的剖析，分析哪些子任务是响应时间的主 要消耗者。

3.3.1剖析服务器负载

服务器端的剖析很有价值，因为在服务器端可以有效地审计效率低下的査询。定位和优 化“坏”查询能够显著地提升应用的性能，也能解决某些特定的难题。还可以降低服务 器的整体压力，这样所有的査询都将因为减少了对共享资源的争用而受益（“间接的好 处”）。降低服务器的负载也可以推迟或者避免升级更昂贵硬件的需求，还可以发现和定 位糟糕的用户体验，比如某些极端情况。

MySQL的每一个新版本中都增加了更多的可测量点。如果当前的趋势可靠的话，那么 在性能方面比较重要的测量需求很快能够在全球范围内得到支持。但如果只是需要剖析 并找出代价高的査询，就不需要如此复杂。有一个工具很早之前就能帮到我们了，这就 是慢査询日志。

捕获MySQL的查询到日志文件中

在MySQL中，慢查询日志最初只是捕获比较“慢”的査询，而性能剖析却需要针对所 有的查询。而且在MySQL 5.0及之前的版本中，慢査询日志的响应时间的单位是秒，粒 度太粗了。幸运的是，这些限制都已经成为历史了。在MySQL 5.1及更新的版本中，慢 日志的功能已经被加强，可以通过设置long\_query\_time为0来捕获所有的査询，而且＜3D 査询的响应时间单位已经可以做到微秒级。如果使用的是Percona Server,那么5.0版本 就具备了这些特性，而且Percona Server提供了对日志内容和査询捕获的更多控制能力。

在MySQL的当前版本中，慢査询日志是开销最低、精度最高的测量査询时间的工具。 如果还在担心开启慢査询日志会带来额外的I/O开销，那大可以放心。我们在I/O密集 型场景做过基准测试，慢查询日志带来的开销可以忽略不计（实际上在CPU密集型场景 的影响还稍微大一些）。更需要担心的是日志可能消耗大量的磁盘空间。如果长期开启 慢査询日志，注意要部署日志轮转（log rotation）工具。或者不要长期启用慢査询日志， 只在需要收集负载样本的期间开启即可。

MySQL还有另外一种査询日志，被称之为“通用日志”，但很少用于分析和剖析服务器 性能。通用日志在査询请求到服务器时进行记录，所以不包含响应时间和执行计划等重 要信息。MySQL 5.1之后支持将日志记录到数据库的表中，但多数情况下这样做没什么 必要。这不但对性能有较大影响，而且MySQL 5.1在将慢査询记录到文件中时已经支持 微秒级别的信息，然而将慢査询记录到表中会导致时间粒度退化为只能到秒级。而秒级 别的慢査询日志没有太大的意义。

Percona Server的慢査询日志比MySQL官方版本记录了更多细节且有价值的信息，如 査询执行计划、锁、I/O活动等。这些特性都是随着处理各种不同的优化场景的需求而 慢慢加进来的。另外在可管理性上也进行了增强。比如全局修改针对每个连接的 *query\_time*的阈值，这样当应用使用连接池或者持久连接的时候，可以不用重置会话级 别的变量而启动或者停止连接的査询日志。总的来说，慢査询日志是一种轻量而且功能 全面的性能剖析工具，是优化服务器査询的利器。

有时因为某些原因如权限不足等，无法在服务器上记录査询。这样的限制我们也常常碰 到，所以我们开发了两种替代的技术,都集成到了 Percona Toolkit中的*pt-query-digest*中。 第一种是通过*-processlist*选项不断査看SHOW FULL PROCESSLIST的输出，记录査询第 一次出现的时间和消失的时间。某些情况下这样的精度也足够发现问题，但却无法捕 获所有的査询。一些执行较快的査询可能在两次执行的间隙就执行完成了，从而无法 捕获到。

第二种技术是通过抓取TCP网络包，然后根据MySQL的客户端/服务端通信协议进 行解析。可以先通过*tcpdump*将网络包数据保存到磁盘，然后使用*pt-query-digest*的 *—type^tcpdump*选项来解析并分析査询。此方法的精度比较高，并且可以捕获所有査 询。还可以解析更高级的协议特性，比如可以解析二进制协议，从而创建并执行服务端

I 82 ＞预解析的语句(prepared statement)及压缩协议。另外还有一种方法，就是通过MySQL Proxy代理层的脚本来记录所有査询，但在实践中我们很少这样做。

分析查询日志

强烈建议大家从现在起就利用慢査询日志捕获服务器上的所有査询，并且进行分析。可 以在一些典型的时间窗口如业务高峰期的一个小时内记录査询。如果业务趋势比较均衡, 那么一分钟甚至更短的时间内捕获需要优化的低效查询也是可行的。

不要直接打开整个慢査询日志进行分析，这样做只会浪费时间和金钱。首先应该生成一 个剖析报告，如果需要，则可以再査看日志中需要特别关注的部分。自顶向下是比较好 的方式，否则有可能像前面提到的，反而导致业务的逆优化。

从慢査询日志中生成剖析报告需要有一款好工具，这里我们建议使用*pt-query-digest,* 这毫无疑问是分析MySQL査询日志最有力的工具。该工具功能强大，包括可以将査询报告保存到数据库中，以及追踪工作负载随时间的变化。

一般情况下，只需要将幔査询日志文件作为参数传递给*pt-query-digest.*就可以正确地 工作了。它会将査询的剖析报告打印出来，并且能够选择将“重要”的查询逐条打印出 更详细的信息。输出的报告细节详尽，绝对可以让生活更美好。该工具还在持续的开发中， 因此要了解最新的功能请阅读最新版本的文档。

这里给出一份*pt-query-digest*输出的报告的例子，作为进行性能剖析的开始。这是前面 提到过的一个未修改过的剖析报告：

* Profile
* Rank Query ID
* ==== ==================
* 1 OXBFCF8E3F293F6466
* 2 OX62OB8CAB2B1C76EC
* 3 OXB9O97844OCC11CC7
* 4 OXCB73D6B5BO31B4CF
* MISC OxMISC

Response time Calls R/Call V/M Item

11256.3618 68.1% 78069 0.1442

2029.4730 12.3% 14415 0.1408

1345.3445 8.1% 3520 0.3822

1341.6432 8.1% 3509 0.3823

560.7556 3.4% 23930 0.0234

0.21 SELECT InvitesNew?

0.21 SELECT StatusUpdate?

0.00 SHOW STATUS

0.00 SHOW STATUS

0.0 <17 ITEMS>

可以看到这个比之前的版本多了一些细节。首先，每个査询都有一个ID,这是对查询语 句计算出的哈希值指纹，计算时去掉了査询条件中的文本值和所有空格，并且全部转化 为小写字母(请注意第三条和第四条语句的摘要看起来一样，但哈希指纹是不一样的)。 该工具对表名也有类似的规范做法。表名InvitesNew后面的问号意味着这是一个分片 (shard)的表，表名后面的分片标识被问号替代，这样就可以将同一组分片表作为一个 整体做汇总统计。这个例子实际上是来自一个压力很大的分片过的Facebook应用。

报告中的V/M列提供了方差均值比(variance-to-mean ratio)的详细数据，方差均值比＜ 83 | 也就是常说的离差指数(index of dispersion)。离差指数高的査询对应的执行时间的变化 较大，而这类査询通常都值得去优化。如果*pt-query-digest*指定了 *-explain*选项，输出 结果中会增加一列简要描述査询的执行计划，执行计划是査询背后的“极客代码”。通 过联合观察执行计划列和V/M列，可以更容易识别出性能低下需要优化的查询。

最后，在尾部也增加了一行输出，显示了其他17个占比较低而不值得单独显示的査询 的统计数据。可以通过*-limit*和选项指定工具显示更多査询的详细信息，而不 是将一些不重要的査询汇总在最后一行。默认只会打印时间消耗前10位的査询，或者 执行时间超过1秒阈值很多倍的査询，这两个限制都是可配置的。

剖析报告的后面包含了每种査询的详细报告。可以通过查询的ID或者排名来匹配前面 的剖析统计和査询的详细报告。下面是排名第一也就是“最差”的査询的详细报告：

| * Attribute * ============ | pct | total | min | max | avg | 95% | stddev | median |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| # Count | 63 | 78069 |  |  |  |  |  |  |
| # Exec time | 68 | 11256s | 37us | Is | 144ms | 501ms | 175ms | 68ms |
| # Lock time | 85 | 134s | 0 | 650ms | 2ms | 176us | 20ms | 57us |
| # Rows sent | 8 | 70.18k | 0 | 1 | 0.92 | 0.99 | 0.27 | 0.99 |
| # Rows examine | 8 | 70.84k | 0 | 3 | 0.93 | 0.99 | 0.28 | 0.99 |
| # Query size | 84 | 1O.43M | 135 | 141 | 140.13 | 136.99 | 0.10 | 136.99 |

#

#

#

#

#

Query 1: 24.28 QPS, 3.50x concurrency, ID OxBFCF8E3F293F6466 at byte 5590079 This item is included in the report because it matches --limit.

Scores: V/M = 0.21

Query\_tinie sparkline: | \_A\_.A\_ |

Time range: 2008-09-13 21：51：55 to 22：45：30

String:

Databases

Hosts

Users

Query\_tinie

lus lOus 1 100US 1

1ms 1

10ms 1

100ms 1 is 1 10S+

Tables

SHOW

SHOW

EXPLAIN

SELECT Inviteld, Inviterldentifier FROM InvitesNew82 WHERE (InviteSetld = 87041469) AND (Inviteeidentifier = 1138714082) LIMIT 1\G

#

#

*#*

#

#

#

#

#

#

#

*#*

#

#

#

#

#

#

production

fbappuser  
distribution

#

什什什册卄什什什廿什什什什卄卄卄廿卄什什什卄卄卄什卄册什tttt卄廿卄什什什卄卄什tt#什卄什卄什什

**vr if ir vr if tv vr ff n vt vv it if it vi vr ft it n n fi it n n VTTrTrn FrTrn Tr tfh n ff !i fi n *if rr it if* vt frvr fr fr fl fr fr vr**

###

**ff *It* ff If ff ff ff ff ff ff *It 11 ft* ff fl**

**11 If HlFTrlf If TTIf fTTF TTTfTf If if it If fl ffTrTrTTTf TTTrtf TTTTTrTTTTTrff TTWTWrTf If frH Jf TrTTff TrffTT yrTrTTTrTTTrTTTrff ffTTlT H if if ii ii ii ii ii ii n n n n n i« n n n n n ii n ii ii n n n n n u n ii ii n n n n ii n n n n n n n n n ii n n ii n n ii if n if ff n n n frn irii frYf**

#

TABLE STATUS FROM 'production ' LIKE \*InvitesNew821\G

CREATE TABLE 'production '.'InvitesNew82'\G /\*150100 PARTITIONS\*/

国〉査询报告的顶部包含了一些元数据，包括査询执行的频率、平均并发度，以及该査询性 能最差的一次执行在日志文件中的字节偏移值，接下来还有一个表格格式的元数据，包 括诸如标准差一类的统计信息注％ 接下来的部分是响应时间的直方图。有趣的是，可以看到上面这个査询在Query\_time distribution部分的直方图上有两个明显的高峰，大部分情况下执行都需要几百毫 秒，但在快三个数量级的部分也有一个明显的尖峰，几百微秒就能执行完成。如果这是 Percona Server的记录，那么在査询日志中还会有更多丰富的属性，可以对査询进行切 片分析到底发生了什么。比如可能是因为査询条件传递了不同的值，而这些值的分布很 不均衡，导致服务器选择了不同的索引；或者是由于査询缓存命中等。在实际系统中, 这种有两个尖峰的直方图的情况很少见，尤其是对于简单的査询，査询越简单执行计划 也越稳定。

在细节报告的最后部分是方便复制、粘贴到终端去检査表的模式和状态的语句，以及完

注9： 这里已经是尽可能地简化描述了，实际上Percona Server的查询日志报告会包含更多细节信息，可 以帮助理解为什么某条查询花费了 144ms去获取一行数据，这个时间实在是太长了。 整的可用于EXPLAIN分析执行计划的语句。EXPLAIN分析的语句要求所有的条件是文本 值而不是“指纹”替代符，所以是真正可直接执行的语句。在本例中是执行时间最长的 一条实际的查询。

确定需要优化的査询后，可以利用这个报告迅速地检査査询的执行情况。这个工具我们 经常使用，并且会根据使用的情况不断进行修正以帮助提升工具的可用性和效率，强烈 建议大家都能熟练使用它。MySQL本身在未来或许也会有更多复杂的测量点和剖析工 具，但在本书写作时，通过慢査询日志记录査询或者使用*pt-query-digest*分析*tcpdump* 的结果，是可以找到的最好的两种方式。

3.3.2剖析单条查询

在定位到需要优化的单条査询后，可以针对此査询“钻取”更多的信息，确认为什么会 花费这么长的时间执行，以及需要如何去优化。关于如何优化査询的技术将在本书后续 的一些章节讨论，在此之前还需要介绍一些相关的背景知识。本章的主要目的是介绍如 何方便地测量査询执行的各部分花费了多少时间，有了这些数据才能决定釆用何种优化 技术。

不幸的是，MySQL目前大多数的测量点对于剖析査询都没有什么帮助。当然这种状况 正在改善，但在本书写作之际，大多数生产环境的服务器还没有使用包含最新剖析特性 的版本。所以在实际应用中，除了 SHOW STATUS. SHOW PROFILE.检査慢査询日志的条 目（这还要求必须是Percona Server,官方MySQL版本的慢査询日志缺失了很多附加信 息）这三种方法外就没有什么更好的办法了。下面将逐一演示如何使用这三种方法来剖 析单条査询，看看每一种方法是如何显示査询的执行情况的。

使用 SHOW PROFILE

SHOW PROFILE命令是在MySQL 5.1以后的版本中引入的，来源于开源社区中的Jeremy Cole的贡献。这是在本书写作之际唯一一个在GA版本中包含的真正的査询剖析工具。 默认是禁用的，但可以通过服务器变量在会话（连接）级别动态地修改。

**mysql> SET profiling =1;**

然后，在服务器上执行的所有语句，都会测量其耗费的时间和其他一些査询执行状态变 更相关的数据。这个功能有一定的作用，而且最初的设计功能更强大，但未来版本中可 能会被Performance Schema所取代。尽管如此，这个工具最有用的作用还是在语句执行 期间剖析服务器的具体工作。

当一条査询提交给服务器时，此工具会记录剖析信息到一张临时表，并且给査询赋予一

个从1开始的整数标识符。下面是对Sakila样本数据库的一个视图的剖析结果注侦:

mysql> SELECT \* FROM sakila.nicer\_but\_slower\_film\_list;

[query results omitted]

997 rows in set （0.17 sec）

该查询返回了 997行记录，花费了大概1/6秒。下面看一下SHOW PROFILES有什么结果：

mysql> SHOW PROFILES;

+ + + +

| Query\_ID | Duration | Query |

+ + + +

| 1 | 0.16767900 | SELECT \* FROM sakila.nicer\_but\_slower\_film\_list |

+ + + +

首先可以看到的是以很高的精度显示了査询的响应时间，这很好。MySQL客户端显示 的时间只有两位小数，对于一些执行得很快的査询这样的精度是不够的。下面继续看接 下来的输出:

|  |  |
| --- | --- |
| mysql> SHOW PROFILE FOR QUERY 1;  **J 1 L** | |
| **T T** |  |
| | Status | | Duration | |
| **,T " \_T\*** |  |
| I starting | | 0.000082 | |
| 1 Opening tables | | 0.000459 1 |
| | System lock | | 0.000010 | |
| | Table lock | | 0.000020 | |
| 1 checking permissions | | 0.000005 1 |
| 1 checking permissions | | 0.000004 1 |
| | checking permissions | | 0.000003 1 |
| 1 checking permissions | | 0.000004 I |
| | checking permissions | | 0.000560 | |
| | optimizing | | 0.000054 I |
| j statistics | | 0.000174 | |
| 1 preparing | | 6.000059 1 |
| j Creating tmp table | | 0.000463 1 |
| j executing | | 0.000006 | |
| 1 Copying to tmp table | | 0.090623 I |
| | Sorting result | | 0.011555 1 |
| | Sending data | | 0.045931 | |
| | removing tmp table | | 0.004782 j |
| | Sending data | | 0.000011 j |
| 1 init 1 | 0.000022 1 |
| | optimizing | | 0.000005 1 |
| | statistics | | 0.000013 1 |
| 1 preparing | | 0.000008 j |
| | executing | | 0.000004 j |
| 1 Sending data | | 0.010832 j |
| 1 end | | 0.000008 | |
| | query end | | 0.000003 1 |
| j freeing items | | 0.000017 I |
| j removing tmp table | | 0.000010 | |

注10：整个视图太长，无法在书中全部打印出来，但Sakila数据库可以从MySQL网站上下载到。
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**I logging slow query .| 0.000789 |**

| **| freeing items**  **| removing tmp table**  **| closing tables**  **| logging slow query** | **| 0.000042 |**  **1 0.001098 |**  **1 0.000013 1**  **1 0.000003 1** |
| --- | --- |

**I cleaning up | 0.000007 |**

**+ + +**

剖析报告给出了査询执行的每个步骤及其花费的时间，看结果很难快速地确定哪个步骤 花费的时间最多。因为输出是按照执行顺序排序，而不是按花费的时间排序的——而实 际上我们更关心的是花费了多少时间，这样才能知道哪些开销比较大。但不幸的是无法 通过诸如ORDER BY之类的命令重新排序。假如不使用SHOW PROFILE命令而是直接査询 INFORMATION\_SCHEMA中对应的表，则可以按照需要格式化输出：

**mysql> SET @query\_id =1;**

**Query OK, 0 rows affected (0.00 sec)**

**mysql> SELECT STATE, SUM(DURATION) AS Total\_R, -> ROUND( -**

**-> 100 \* SUM(DURATION) /**

**-> (SELECT SUM(DURATION)**

**-> FROM INFORMATION SCHEMA.PROFILING**

**-> WHERE QUERY\_ID =~@query id**

**-> ),2) AS Pct R,~ ~**

**-> COUNT(\*) AS Calls,**

**-> SUM(DURATION) / COUNT(\*) AS “R/CalT' -> FROM INFORMATION SCHEMA.PROFILING -> WHERE QUERY\_ID =~@query\_id -> GROUP BY STATE ~**

**-> ORDER BY Total\_R DESC;**

**+ + + + +**

**| STATE | Total\_R | Pct\_R | Calls | R/Call**

**<87~|**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| + + | | •+ +--• | + + | |
| **I Copying to tmp table |** | **0.090623** | **I 54.05 |** | **1** | **| O.O9O623OOOO |** |
| **1 Sending data |** | **0.056774** | **| 33.86 |** | **3** | **| 0.0189246667 |** |
| **| Sorting result |** | **0.011555** | **| 6.89 |** | **1** | **j O.O11555OOOO 1** |
| **1 removing tmp table |** | **0.005890** | **1 3.51 |** | **3** | **1 0.0019633333 |** |
| **| logging slow query |** | **0.000792** | **1 0.47 |** | **2** | **j 0.0003960000 |** |
| **| checking permissions |** | **0.000576** | **1 0.34 |** | **5** | **| O.OOO1152OOO |** |
| **| Creating tmp table |** | **0.000463** | **| 0.28 |** | **1** | **| 0.0004630000 |** |
| **| Opening tables |** | **0.000459** | **1 0.27 |** | **1** | **| 0.0004590000 |** |
| **| statistics |** | **O.OOO187** | **| 0.11 |** | **2** | **j O.OOOO935OOO |** |
| **1 starting |** | **0.000082** | **| 0.05 1** | **1** | **| 0.0000820000 |** |
| **1 preparing |** | **O.OOOO67** | **| 0.04 |** | **2** | **j O.OOOO335OOO |** |
| **| freeing items |** | **O.OOOO59** | **| 0.04 |** | **2** | **j O.OOOO295OOO |** |
| **1 optimizing |** | **O.OOOO59** | **| 0.04 |** | **2** | **| O.OOOO295OOO |** |
| **1 init |** | **0.000022** | **| 0.01 |** | **1** | **| 0.0000220000 |** |
| **| Table lock |** | **0.000020** | **| 0.01 I** | **1** | **| 0.0000200000 |** |
| **| closing tables |** | **0.000013** | **| 0.01 I** | **1** | **| 0.0000130000 |** |
| **| System lock |** | **0.000010** | **i 0.01 I** | **1** | **| 0.0000100000 I** |
| **| executing |** | **0.000010** | **| 0.01 I** | **2** | **| 0.0000050000 I** |
| **| end |** | **0.000008** | **| 0.00 I** | **1** | **| 0.0000080000 I** |
| **| cleaning up |** | **0.000007** | **| 0.00 I** | **1** | **| 0.0000070000 1** |
| **| query end |**  **+ 4-** | **0.000003** | **| 0.00 I**  **■+** | **1** | **| 0.0000030000 I**  **■+ +** |

效果好多了！通过这个结果可以很容易看到査询时间太长主要是因为花了一大半的时间 在将数据复制到临时表这一步。那么优化就要考虑如何改写査询以避免使用临时表，或 者提升临时表的使用效率。第二个消耗时间最多的是“发送数据(Sending data)\这个 状态代表的原因非常多，可能是各种不同的服务器活动，包括在关联时搜索匹配的行记 录等，这部分很难说能优化节省多少消耗的时间。另外也要注意到“结果排序(Sorting result)M花费的时间占比非常低，所以这部分是不值得去优化的。这是一个比较典型的 问题，所以一般我们都不建议用户在"优化排序缓冲区(tuning sort buffer)”或者类似 的活动上花时间。

尽管剖析报告能帮助我们定位到哪些活动花费了最多的时间，但并不会告诉我们为什么 会这样。要弄清楚为什么复制数据到临时表要花费这么多时间，就需要深入下去，继续 剖析这一步的子任务。

□D> 使用 SHOW STATUS

MySQL的SHOW STATUS命令返回了一些计数器。既有服务器级别的全局计数器，也有 基于某个连接的会话级别的计数器。例如其中的Queries注“在会话开始时为0,每提交 一条査询增加1。如果执行SHOW GLOBAL STATUS (注意到新加的GLOBAL关键字)，则可 以査看服务器级别的从服务器启动时开始计算的査询次数统计。不同计数器的可见范围 不一样，不过全局的计数器也会出现在SHOW STATUS的结果中，容易被误认为是会话级 别的，千万不要搞迷糊了。在使用这个命令的时候要注意几点，就像前面所讨论的，收 集合适级别的测量值是很关键的。如果打算优化从某些特定连接观察到的东西，测量的 却是全局级别的数据，就会导致混乱。MySQL官方手册中对所有的变量是会话级还是 全局级做了详细的说明。

SHOW STATUS是一个有用的工具，但并不是一款剖析工具注％ SHOW STATUS的大部分结果 都只是一个计数器，可以显示某些活动如读索引的频繁程度，但无法给出消耗了多少时 间。SHOW STATUS的结果中只有一条指的是操作的时间(lnnodb\_row\_lock\_time),而且 只能是全局级的，所以还是无法测量会话级别的工作。

尽管SHOW STATUS无法提供基于时间的统计，但对于在执行完査询后观察某些计数器的 值还是有帮助的。有时候可以猜测哪些操作代价较高或者消耗的时间较多。最有用的计 数器包括句柄计数器(handler counter),临时文件和表计数器等。在附录B中会对此 做更详细的解释。下面的例子演示了如何将会话级别的计数器重置为0,然后査询前面 (“使用SHOW PROFILE” 一节)提到的视图，再检査计数器的结果：

注11 :原文用的Queries,实际上这里有点问题，虽然文档上也说这个参数是会话级的，但在MySQL5.1/5.5 多个版本中实际查询时发现其是全局级别的。——译者注

注12：如果你有本书的第二版，可能会注意到我们正在彻底改变这一点。

mysql> FLUSH STATUS;

mysql> SELECT \* FROM sakila.nicer\_but\_slower\_film\_list; [query results omitted]

mysql> SHOW STATUS WHERE Variable\_name LIKE 'Handler%'

|  |  |  |
| --- | --- | --- |
| **OR Variable\_name LIKE 'Created%';** | |  |
| + |  |  |
| I Variable\_name | | Value | |  |
| + |  |  |
| I Created\_tmp\_disk\_tables | 1 2 | |  |
| I Created\_tmp\_\_files | 1 o 1 |  |
| 1 Created\_tmp\_tables | 1 3 1 |  |
| | Handler\_commit | 1 1 1 |  |
| | Handler\_delete | 1 o 1 |  |
| 1 Handler\_discover | 1 o 1 |  |
| 1 Handler\_prepare | 1 o 1 |  |
| | Handler\_read\_first | I 1 | |  |
| | Handler\_read\_key | I 7483 | | <89~1 |
| 1 Handler\_read\_next | I 6462 | |  |
| | Handler\_read\_prev | 1 o 1 |  |
| | Handler\_read\_rnd | | 5462 | |  |
| 1 Handler\_read\_rnd\_next | 1 6478 | |  |
| 1 Handler\_rollback | 1 o 1 |  |
| | Handler\_savepoint | 1 o 1 |  |
| 1 Handler\_savepoint\_rollback | 1 o 1 |  |
| 1 Handler\_update | 1 o 1 |  |
| | Handler\_write  + | I 6459 |  -+ + |  |

从结果可以看到该査询使用了三个临时表，其中两个是磁盘临时表，并且有很多的没有 用到索引的读操作(Handler\_「ead\_md\_next)。假设我们不知道这个视图的具体定义， 仅从结果来推测，这个査询有可能是做了多表关联(join)査询，并且没有合适的索引， 可能是其中一个子査询创建了临时表，然后和其他表做联合査询。而用于保存子査询结 果的临时表没有索引，如此大致可以解释这样的结果。

使用这个技术的时候，要注意SHOW STATUS本身也会创建一个临时表，而且也会通过句 柄操作访问此临时表，这会影响到SHOW STATUS结果中对应的数字，而且不同的版本可 能行为也不尽相同。比较前面通过SHOW PROFILES获得的査询的执行计划的结果来看, 至少临时表的计数器多加了 2。

你可能会注意到通过EXPLAIN査看査询的执行计划也可以获得大部分相同的信息，但 EXPLAIN是通过估计得到的结果，而通过计数器则是实际的测量结果。例如，EXPLAIN无 法告诉你临时表是否是磁盘表，这和内存临时表的性能差别是很大的。附录D包含更多 关于EXPLAIN的内容。

使用慢查询日志

那么针对上面这样的査询语句，Percona Server对慢査询日志做了哪些改进？下面是“使 用SHOW PROFILE” 一节演示过的相同的查询执行后抓取到的结果：

* Time: 110905 17:03:18
* User@Host: root[root] @ localhost [127.0.0.1]
* Thread\_id: 7 Schema: sakila Last\_errno: 0 Killed: 0
* Query\_time: 0.166872 Lock\_time: O.OOO552 Rows\_sent: 997 Rows\_examined: 24861 Rows\_affected: 0 Rows\_read: 997
* Bytes\_sent: 216528 Tmp\_tables: 3 Tmp\_disk\_tables: 2 Tmp\_table\_sizes: 11627188
* InnoDB\_trx\_id: 191E
* QC\_Hit: No Full\_scan: Yes Full\_join: No Tmp\_table: Yes Tmp\_table\_on\_disk: Yes
* Filesort: Yes Filesort\_on\_disk: No Merge\_passes: 0
* InnoDB\_IO\_r\_ops: 0 InnoDB\_IO\_r\_bytes: 0 InnoDB\_IO\_r\_wait: 0.000000
* InnoDB\_rec\_lock\_wait: 0.000000 InnoDB\_queue\_wait: 0.000000
* InnoDB\_pages\_distinct: 20
* PROFILE\_VALUES ・・・ Copying to tmp table: 0.090623... [omitted]

SET timestamp=1315256598;

SELECT \* FROM sakila.nicer\_but\_slower\_f

其〉从这里看到査询确实一共创建了三个临时表，其中两个是磁盘临时表。而SHOW PROFILE 看起来则隐藏了信息（可能是由于服务器执行查询的方式有不一样的地方造成的）。这 里为了方便阅读，对结果做了简化。但最后对该査询执行SHOW PROFILE的数据也会写入 到日志中,所以在Percona Server中甚至可以记录SHOW PROFILE的细节信息。

另外也可以看到，慢査询日志中详细记录的条目包含了 SHOW PROFILE和SHOW STATUS所 有的输出，并且还有更多的信息。所以通过*pt-query-digest*发现"坏”査询后，在慢查 询日志中可以获得足够有用的信息。查看*pt-query-digest*的报告时，其标题部分一般会 有如下输出：

* Query 1: 0 QPS, Ox concurrency, ID OxEE758C5EOD7EADEE at byte 3214

可以通过这里的字节偏移值（3214）直接跳转到日志的对应部分，例如用下面这样的命 令即可：

tail -c +3214 /path/to/query.log | head -nlOO

这样就可以直接跳转到细节部分了。另夕卜，*pt-query-digest*能够处理Percona Server在慢 査询日志中增加的所有键值对，并且会自动在报告中打印更多的细节信息。

使用 Performance Schema

在本书写作之际，在MySQL 5.5中新增的Performance Schema表还不支持查询级别的 剖析信息。Performance Schema还是非常新的特性，并且还在快速开发中，未来的版本 中将会包含更多的功能。尽管如此，MySQL 5.5的初始版本已经包含了很多有趣的信息。 例如，下面的査询显示了系统中等待的主要原因：

mysql> **SELECT event^name, count\_star, sum\_timer\_wait**

**-> FROM events\_waits\_summary\_global\_by\_event name**

**-> ORDER BY suin\_timer\_\_wait DESC LIMIT 5； -**

+ + + +

I event\_name | count\_star | sum\_timer\_wait |

+ + + +

I innodb\_log\_file | 205438 | 2552133O7O22O355 |

I Query\_cache::COND\_cache\_status\_changed | 8405302 | 2259497326493034 |

I Query\_cache::structure\_guard\_mutex | 55769435 | 361568224932147 |

I innodb\_data\_file - ~ | 62423 | 347302500600411 |

I dict\_table\_stats | 15330162 j 53OO5O6768O923 |

+ + + +

目前还有一些限制，使得Performance Schema还无法被当作一个通用的剖析工具。首先， 它还无法提供査询执行阶段的细节信息和计时信息，而前面提供的很多现有的工具都已 经能做到这些了。其次,还没有经过长时间、大规模使用的验证，并且自身的开销也还 比较大，多数比较保守的用户还对此持有疑问（不过有理由相信这些问题很快都会被修 复的）。

最后，对大多数用户来说，直接通过Performance Schema的裸数据获得有用的结果相对 < ?1 I 来说过于复杂和底层。到目前为止实现的这个特性，主要是为了测量当为提升服务器性 能而修改MySQL源代码时使用，包括等待和互斥锁。MySQL 5.5中的特性对于高级用 户也很有价值，而不仅仅为开发者使用，但还是需要开发一些前端工具以方便用户使用 和分析结果。目前就只能通过写一些复杂的语句去査询大量的元数据表的各种列。这在 使用过程中需要花很多时间去熟悉和理解。

在MySQL 5.6或者以后的版本中，Performance Schema将会包含更多的功能，再加上 一些方便使用的工具，这样就更“爽” To而且Oracle将其实现成表的形式，可以通过 SQL访问，这样用户可以方便地访问有用的数据。但其目前还无法立即取代慢査询日志 等其他工具用于服务器和査询的性能优化。

3.3.3使用性能剖析

当获得服务器或者査询的剖析报告后，怎么使用？好的剖析报告能够将潜在的问题显示 出来，但最终的解决方案还需要用户来决定（尽管报告可能会给出建议）。优化査询时， 用户需要对服务器如何执行査询有较深的了解。剖析报告能够尽可能多地收集需要的信 息、给出诊断问题的正确方向，以及为其他诸如EXPLAIN等工具提供基础信息。这里只 是先引出话题，后续章节将继续讨论。

尽管一个拥有完整测量信息的剖析报告可以让事情变得简单，但现有系统通常都没有完 美的测量支持。从前面的例子来说，我们虽然推断出是临时表和没有索引的读导致査询

的响应时间过长，但却没有明确的证据。因为无法测量所有需要的信息，或者测量的范 围不正确，有些问题就很难解决。例如，可能没有集中在需要优化的地方测量，而是测 量了服务器层面的活动；或者测量的是査询开始之前的计数器，而不是査询开始后的数 据。

也有其他的可能性。设想一下正在分析慢查询日志，发现了一个很简单的査询正常情况 下都非常快，却有几次非常不合理地执行了很长时间。手工重新执行一遍，发现也非 常快，然后使用EXPLAIN査询其执行计划，也正确地使用了索引。然后尝试修改WHERE 条件中使用不同的值，以排除缓存命中的可能，也没有发现有什么问题，这可能是什么 原因呢？

□D＞如果使用官方版本的MySQL,慢査询日志中没有执行计划或者详细的时间信息，对于 偶尔记录到的这几次査询异常慢的问题，很难知道其原因在哪里，因为信息有限。可能 是系统中有其他东西消耗了资源，比如正在备份，也可能是某种类型的锁或者争用阻塞 了査询的进度。这种间歇性的问题将在下一节详细讨论。

3.4诊断间歇性问题

间歇性的问题比如系统偶尔停顿或者慢査询，很难诊断。有些幻影问题只在没有注意到 的时候才发生，而且无法确认如何重现，诊断这样的问题往往要花费很多时间，有时候 甚至需要好几个月。在这个过程中，有些人会尝试以不断试错的方式来诊断，有时候甚 至会想要通过随机地改变一些服务器的设置来侥幸地找到问题。

尽量不要使用试错的方式来解决问题。这种方式有很大的风险，因为结果可能变得更坏。 这也是一种令人沮丧且低效的方式。如果一时无法定位问题，可能是测量的方式不正确， 或者测量的点选择有误，或者使用的工具不合适（也可能是缺少现成的工具，我们已经 开发过工具来解决各个系统不透明导致的问题，包括从操作系统到MySQL都有）。

为了演示为什么要尽量避免试错的诊断方式，下面列举了我们认为已经解决的一些间歇 性数据库性能问题的实际案例：

* 应用通过*curl*从一个运行得很慢的外部服务来获取汇率报价的数据。
* *memcached*缓存中的一些重要条目过期，导致大量请求落到MySQL以重新生成缓 存条目。
* DNS査询偶尔会有超时现象。
* 可能是由于互斥锁争用，或者内部删除査询缓存的算法效率太低的缘故，MySQL的 查询缓存有时候会导致服务有短暂的停顿。

• 当并发度超过某个阈值时，IimoDB的扩展性限制导致査询计划的优化需要很长的时 间。

从上面可以看到，有些问题确实是数据库的原因，也有些不是。只有在问题发生的地方 通过观察资源的使用情况，并尽可能地测量出数据，才能避免在没有问题的地方耗费精 力。

下面不再多费口舌说明试错的问题，而是给出我们解决间歇性问题的方法和工具，这才＜K] 是“王道”。

3.4.1单条查询问题还是服务器问题

发现问题的蛛丝马迹了吗？如果有，则首先要确认这是单条査询的问题，还是服务器的 问题。这将为解决问题指出正确的方向。如果服务器上所有的程序都突然变慢，又突然 都变好，每一条查询也都变慢了，那么慢査询可能就不一定是原因，而是由于其他问题 导致的结果。反过来说，如果服务器整体运行没有问题，只有某条査询偶尔变慢，就 需要将注意力放到这条特定的査询上面。

服务器的问题非常常见。在过去几年，硬件的能力越来越强，配置16核或者更多CPU 的服务器成了标配，MySQL在SMP架构的机器上的可扩展性限制也就越来越显露出 来。尤其是较老的版本，其问题更加严重，而目前生产环境中的老版本还非常多。新版 本MySQL依然也还有一些扩展性限制，但相比老版本已经没有那么严重，而且出现的 频率相对小很多，只是偶尔能碰到。这是好消息，也是坏消息：好消息是很少会碰到这 个问题：坏消息则是一旦碰到，则需要对MySQL内部机制更加了解才能诊断出来。当 然，这也意味着很多问题可以通过升级到MySQL新版本来解决注七

那么如何判断是单条査询问题还是服务器问题呢？如果问题不停地周期性出现，那么可 以在某次活动中观察到；或者整夜运行脚本收集数据,•第二天来分析结果。大多数情况 下都可以通过三种技术来解决，下面将一一道来。

使用 SHOW GLOBAL STATUS

这个方法实际上就是以较高的频率比如一秒执行一次SHOW GLOBAL STATUS命令捕 获数据，问题出现时，则可以通过某些计数器（比如Th「eads\_running、Threads\_ connected,Questions和Queries）的“尖刺”或者“凹陷”来发现。这个方法比较简单， 所有人都可以使用（不需要特殊的权限），对服务器的影响也很小，所以是一个花费时 间不多却能很好地了解问题的好方法。下面是示例命令及其输出：

注13：再次强调，在没有足够的理由确信这是解决办法之前，不要随便去做升级操作。

**$ mysqladmin ext -il | awk ' /Queries/{q=$4-qp；qp=$4) /Threads\_connected/{tc=$4) /Threads\_running/(printf "%5d %5d %5d\n", q, tc, $4}'**

| 2147483647 | | | 136 7 |
| --- | --- | --- | --- |
|  | 798 | 136 | 7 |
|  | 767 | 134 | 9 |
|  | 828 | 134 | 7 |
| [~94> | 683 | 134 | 7 |
|  | 784 | 135 | 7 |
|  | 614 | 134 | 7 |
|  | 108 | 134 | 24 |
|  | 187 | 134 | 31 |
|  | 179 | 134 | 28 |
|  | 1179 | 134 | 7 |
|  | 1151 | 134 | 7 |
|  | 1240 | 135 | 7 |
|  | 1000 | 135 | 7 |

这个命令每秒捕获一次SHOW GLOBAL STATUS的数据，输出给时左计算并输出每秒的查 询数、Threads\_connected和Th「eads\_running （表示当前正在执行查询的线程数）。这 三个数据的趋势对于服务器级别偶尔停顿的敏感性很高。一般发生此类问题时，根据原 因的不同和应用连接数据库方式的不同，每秒的查询数一般会下跌，而其他两个则至少 有一个会出现尖刺。在这个例子中，应用使用了连接池，所以Threads\_connected没有 变fli。但正在执行査询的线程数明显上升，同时每秒的査询数相比正常数据有严重的下 跌。

如何解析这个现象呢？凭猜测有一定的风险。但在实践中有两个原因的可能性比较大。 其中之一是服务器内部碰到了某种瓶颈，导致新査询在开始执行前因为需要获取老查询 正在等待的锁而造成堆积。这一类的锁一般也会对应用服务器造成后端压力，使得应用 服务器也出现排队问题。另外一个常见的原因是服务区突然遇到了大量查询请求的冲击, 比如前端的*memcached*突然失效导致的查询风暴。

这个命令每秒输出一行数据，可以运行几个小时或者几天，然后将结果绘制成图形，这 样就可以方便地发现是否有趋势的突变。如果问题确实是间歇性的，发生的频率又较低， 也可以根据需要尽可能长时间地运行此命令，直到发现问题再回头来看输出结果。大多 数情况下，通过输出结果都可以更明确地定位问题。

使用 SHOW PROCESSLIST

这个方法是通过不停地捕获SHOW PROCESSLIST的输出，来观察是否有大量线程处于不正 常的状态或者有其他不正常的特征。例如査询很少会长时间处于“statistics”状态，这 个状态一般是指服务器在查询优化阶段如何确定表关联的顺序一一通常都是非常快的。 另外，也很少会见到大量线程报告当前连接用户是“未经验证的用户（Unauthenticateduser)”，这只是在连接握手的中间过程中的状态，当客户端等待输入用于登录的用户信 息的时候才会出现。

使用SHOW PROCESSLIST命令时，在尾部加上\G可以垂直的方式输出结果，这很有 用，因为这样会将每一行记录的每一列都单独输出为一行，这样可以方便地使用 *sort\uniq\sort* 一类的命令来计算某个列值出现的次数：
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**$ mysql -e 'SHOW PROCESSLIST\G' | grep State: | sort | uniq -c | sort -rn** 744 State: ..

67 State: Sending data

36 State: freeing items

8 State: NULL

6 State: end

4 State: Updating

4 State: cleaning up

2 State: update

1 State: Sorting result

1 State: logging slow query

如果要査看不同的列，只需要修改g爬P的模式即可。在大多数案例中，state列都非常 有用。从这个例子的输出中可以看到，有很多线程处于査询执行的结束部分的状态，包 括 “freeing items”、“end”、"cleaning up” 和 wlogging slow query"o 事实上，在案例中 的这台服务器上，同样模式或类似的输出采样出现了很多次。大量的线程处于“freeing items”状态是出现了大量有问题査询的很明显的特征和指示。

用这种技术査找问题，上面的命令行不是唯一的方法。如果MySQL服务器的版本较 新，也可以直接査询INFORMATION\_SCHEMA中的PROCESSLIST表；或者使用*innotop*工具 以较高的频率刷新，以观察屏幕上出现的不正常査询堆积。上面演示的这个例子是由于 InnoDB内部的争用和脏块刷新所导致，但有时候原因可能比这个要简单得多。一个经 典的例子是很多查询处于“Locked”状态，这是MylSAM的一个典型问题，它的表级 别锁定，在写请求较多时，可能迅速导致服务器级别的线程堆积。

使用查询日志

如果要通过査询日志发现问题，需要开启慢査询日志并在全局级别设置long\_query\_ time为0,并且要确认所有的连接都采用了新的设置。这可能需要重置所有连接以使新 的全局设置生效；或者使用Percona Server的一个特性，可以在不断开现有连接的情况 下动态地使设置强制生效。

如果因为某些原因，不能设置慢查询日志记录所有的査询，也可以通过*tcpdump*和 *query-digest* 具来模拟替代。要注意找到吞吐量突然下降时间段的日志。查询是在完成 阶段才写入到慢查询日志的,所以堆积会造成大量査询处于完成阶段，直到阻塞其他査

询的资源占用者释放资源后，其他的査询才能执行完成。这种行为特征的一个好处是, 当遇到吞吐量突然下降时，可以归咎于吞吐量下降后完成的第一个査询(有时候也不一 定是第一个査询。当某些査询被阻塞时，其他査询可以不受影响继续运行，所以不能完 全依赖这个经验)。

再重申一次，好的工具可以帮助诊断这类问题，否则要人工去几百GB的査询日志中找 原因。下面的例子只有一行代码，却可以根据MySQL每秒将当前时间写入日志中的模 式统计每秒的査询数量：

I 96 > **$ awk '/A# Time:/(print** *$3,* **$4, c;c=O}/A# User/(c++}' slow-query.log**

080913 21:52:17 51

080913 21:52:18 29

080913 21:52:19 34

080913 21:52:20 33

080913 21：52：21 38

080913 21：52：22 15

080913 21:52：23 47

080913 21：52：24 96

080913 21:52：25 6

080913 21：52：26 66

080913 21：52：27 *37*

080913 21:52:28 59

从上面的输出可以看到有吞吐量突然下降的情况发生，而且在下降之前还有一个突然的 高峰，仅从这个输出而不去査询当时的详细信息很难确定发生了什么，但应该可以说这 个突然的高峰和随后的下降一定有关联。不管怎么说，这种现象都很奇怪，值得去日志 中挖掘该时间段的详细信息(实际上通过日志的详细信息，可以发现突然的高峰时段有 很多连接被断开的现象，可能是有一台应用服务器重启导致的。所以不是所有的问题都 是MySQL的问题)。

理解发现的问题(Making sense of the findings)

可视化的数据最具有说服力。上面只演示了很少的几个例子，但在实际情况中，利用上 面的工具诊断时可能产生大量的输出结果。可以选择用*gnuplot*或或者其他绘图工 具将结果绘制成图形。这些绘图工具速度很快，比电子表格要快得多，而且可以对图上 的一些异常的地方进行缩放，这比在终端中通过滚动条翻看文字要好用得多，除非你是 “黑客帝国”中的矩阵观察者注七

我们建议诊断问题时先使用前两种方法：SHOW STATUS和SHOW PR0CESSLISTo这两种方 法的开销很低，而且可以通过简单的shell脚本或者反复执行的査询来交互式地收集数 据。分析慢査询日恚则相对要困难一些，经常会发现一些蛛丝马迹，但仔细去研究时可

注14：到目前为止我们还没发现红衣女，如果发现了，一定会让你知道的。 能又消失了。这样我们很容易会认为其实没有问题。

发现输出的图形异常意味着什么？通常来说可能是査询在某个地方排队了，或者某种査 询的量突然飙升了。接下来的任务就是找出这些原因。

3.4.2捕获诊断数据
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当出现间歇性问题时，需要尽可能多地收集所有数据，而不只是问题出现时的数据。虽 然这样会收集大量的诊断数据，但总比真正能够诊断问题的数据没有被收集到的情况要 好。

在开始之前，需要搞清楚两件事：

1. 一个可靠且实时的“触发器”，也就是能区分什么时候问题出现的方法。
2. 一个收集诊断数据的工具。

诊断触发器

触发器非常重要。这是在问题出现时能够捕获数据的基础。有两个常见的问题可能导致 无法达到预期的结果：误报(false positive)或者漏检(false negative)。误报是指收集 了很多诊断数据，但期间其实没有发生问题，这可能浪费时间，而且令人沮丧。而漏检 则指在问题出现时没有捕获到数据，错失了机会，一样地浪费时间。所以在开始收集数 据前多花一点时间来确认触发器能够真正地识别问题是划算的。

那么好的触发器的标准是什么呢？像前面的例子展示的，Threads.running的趋势在出 现问题时会比较敏感，而没有问题时则比较平稳。另外SHOW PROCESSLIST中线程的异常 状态尖峰也是个不错的指标。当然除此之外还有很多的方法，包括SHOW INNODB STATUS 的特定输出、服务器的平均负载尖峰等。关键是找到一些能和正常时的阈值进行比较的 指标。通常情况下这是一个计数，比如正在运行的线程的数量、处于Kfreeing itemsw状 态的线程的数量等。当要计算线程某个状态的数量时，g尸ep的・c选项非常有用：

**$ mysql -e 'SHOW PROCESSLIST'G' | grep -c "State: freeing items1\***

36

选择一个合适的阈值很重要，既要足够高，以确保在正常时不会被触发；又不能太高， 要确保问题发生时不会错过。另外要注意，要在问题开始时就捕获数据，就更不能将阈 值设置得太高。问题持续上升的趋势一般会导致更多的问题发生，如果在问题导致系统 快要崩溃时才开始捕获数据，就很难诊断到最初的根本原因。如果可能，在问题还是涓 涓细流的时候就要开始收集数据，而不要等到波涛汹涌才开始。举个例子，Threads\_ connected偶尔出现非常高的尖峰值，在几分钟时间内会从100冲到5 000或者更高， 所以设置阈值为4 999也可以捕获到问题，但为什么非要等到这么高的时候才收集数据 呢？如果在正常时该值一般不超过150,将阈值设置为200或者300会更好。

回到前面关于Th reads, running的例子，正常情况下的并发度不超过10。但是阈值设置 色〉为10并不是一个好注意，很可能会导致很多误报。即使设置为15也不够，可能还是会 有很多正常的波动会到这个范围。当并发运行线程到15的时候可能也会有少量堆积的 情况，但可能还没到问题的引爆点。但也应该在糟糕到一眼就能看出问题前就清晰地识 别出来，对于这个例子，我们建议阀值可以设置为20。

我们当然希望在问题确实发生时能捕获到数据，但有时候也需要稍微等待一下以确保不 是误报或者短暂的尖峰。所以，最后的触发条件可以这样设置：每秒监控状态值，如果 Threads\_running连续5秒超过20,就开始收集诊断数据（顺便说一句，我们的例子中 问题只持续了3秒就消失了，这是为了使例子简单而设置的。3秒的故障不容易诊断， 而我们碰到过的大部分问题持续时间都会更长一些）。

所以我们需要利用一种工具来监控服务器，当达到触发条件时能收集数据。当然可以自 己编写脚本来实现，不过不用那么麻烦，Percona Toolkit中的*pt-stalk*就是为这种情况设 计的。这个工具有很多有用的特性，只要碰到过类似问题就会明白这些特性的必要性。 例如，它会监控磁盘的可用空间，所以不会因为收集太多的数据将空间耗尽而导致服务 器崩溃。如果之前碰到过这样的情况，你就会理解这一点了。

*pt-stalk*的用法很简单。可以配置需要监控的变量、阈值、检査的频率等。还支持一些比 实际需要更多的花哨特性，但在这个例子中有这些已经足够了。在使用之前建议先阅读 附带的文档。*pt-stalk*还依赖于另外一个工具执行真正的收集工作，接下来会讨论。

需要收集什么样的数据

现在已经确定了诊断触发器，可以开始启动一些进程来收集数据了。但需要收集什么样 的数据呢？就像前面说的，答案是尽可能收集所有能收集的数据，但只在需要的时间段 内收集。包括系统的状态、CPU利用率、磁盘使用率和可用空间、ps的输出釆样、内存 利用率，以及可以从MySQL获得的信息，如SHOW STATUS. SHOW PROCESSLIST和SHOW INNODB STATUSo这些在诊断问题时都需要用到（可能还会有更多）。

执行时间包括用于工作的时间和等待的时间。当一个未知问题发生时，一般来说有两种 可能：服务器需要做大量的工作，从而导致大量消耗CPU ；或者在等待某些资源被释 放。所以需要用不同的方法收集诊断数据，来确认是何种原因：剖析报告用于确认是否 有太多工作，而等待分析则用于确认是否存在大量等待。如果是未知的问题，怎么知道 将'精力集中在哪个方面呢？没有更好的办法，所以只能两种数据都尽量收集。 在GNU/Linux平台，可用于服务器内部诊断的一个重要工具是*oprofileQ*后面会展示一 ＜可 些例子。也可以使用*strace*剖析服务器的系统调用，但在生产环境中使用它有一定的风险。

后面还会继续讨论它。如果要剖析査询，可以使用*tcpdumpo*大多数MySQL版本无法 方便地打开和关闭慢查询日志，此时可以通过监听TCP流量来模拟。另外，网络流量在 其他一些分析中也非常有用。

对于等待分析，常用的方法是GDB的堆栈跟踪注七MySQL内的线程如果卡在一个特定 的地方很长时间，往往都有相同的堆栈跟踪信息。跟踪的过程是先启动gdb,然后附加 (attach)到*mysqld*进程，将所有线程的堆栈都转储出来。然后可以利用一些简短的脚本 将类似的堆栈跟踪信息做汇总，再利用*sort\uniq\sort*的“魔法”排序出总计最多的堆栈 信息。稍后将演示如何用*pt-pmp*工具来完成这个工作。

也可以使用SHOW PROCESSLIST和SHOW INNODB STATUS的快照信息观察线程和事务的状 态来进行等待分析。这些方法都不完美，但实践证明还是非常有帮助的。

收集所有的数据听起来工作量很大。或许读者之前已经做过类似的事情，但我们提供的 工具可以提供一些帮助。这个工具名*为pt・collect,*也是Percona Toolkit中的一员*。pt -collect-*般通过*pt-stalk*来调用。因为涉及很多重要数据的收集，所以需要用"函权限 来运行。默认情况下，启动后会收集30秒的数据，然后退出。对于大多数问题的诊断来说， 这已经足够，但如果有误报(false positive)的问题出现，则可能收集的信息就不够。

这个工具很容易下载到，并且不需要任何配置，配置都是通过*pt-stalk*进行的。系统中 最好安装gdb和*oprofile,*然后在*pt-stalk*中配置使用。另外*mysqld*也需要有调试符号 信息注场。当触发条件满足时,*pt-collect*会很好地收集完整的数据。它也会在目录中创建 时间戳文件。在本书写作之际，这个工具是基于GNU/Linux的，后续会迁移到其他操作 系统，这是一个好的开始。

解释结果数据

如果已经正确地设置好触发条件，并且长时间运行*pt-stalk,*则只需要等待足够长的时间 来捕获几次问题，就能够得到大量的数据来进行筛选。从哪里开始最好呢？我们建议先 根据两个目的来查看一些东西。第一，检査问题是否真的发生了，因为有很多的样本数 O 据需要检査，如果是误报就会白白浪费大量的时间。第二，是否有非常明显的跳跃性变化。

注15：警告：使用GDB是有侵入性的。它会暂时造成服务器停顿，尤其是有很多线程的时候，甚至有 可能造成崩溃。但有时候收益还是大于风险的。如果服务器本身问题已经严重到无法提供服务了， 那么使用GBD再造成一些暂停也就无所谓了。

注16：有时候为了 “优化”而不安装符号信息，实际上这样做不会有多少优化的效果，反而会造成诊断 问题更困难。可以使用m工具检查是否安装了符号信息，如果没有，则可以通过安装MySQL的 *debuginfo*包来安装。

H

在服务器正常运行时捕获一些样本数据也很重要，而不只是在有问题时捕获数据。 国这样可以帮助对比确认是否某些样本，或者样本中的某部分数据有异常。例如，在 査看进程列表**(process list)**中査询的状态时，可以回答一些诸如“大量査询处于 正在排序结果的状态是不是正常的”的问题。

査看异常的査询或事务的行为，以及异常的服务器内部行为通常都是最有收获的。查 询或事务的行为可以显示是否是由于使用服务器的方式导致的问题：性能低下的SQL 査询、使用不当的索引、设计糟糕的数据库逻辑架构等。通过抓取TCP流量或者SHOW PROCESSLIST输出，可以获得査询和事务出现的地方，从而知道用户对数据库进行了什 么操作。通过服务器的内部行为则可以清楚服务器是否有bug,或者内部的性能和扩展 性是否有问题。这些信息在类似的地方都可以看到，包括在*oprofile*或者g泌的输出中， 但要理解则需要更多的经验。

如果遇到无法解释的错误，则最好将收集到的所有数据打包，提交给技术支持人员进行 分析。MySQL的技术支持专家应该能够从数据中分析出原因，详细的数据对于支持人 员来说非常重要。另外也可以将Percona Toolkit中另外两款工具*pt-mysql-summary*和*pt -summary*的输出结果打包，这两个工具会输出MySQL的状态和配置信息，以及操作系 统和硬件的信息。

Percona Toolkit还提供了一款快速检査收集到的样本数据的工具:*pt^sifto*这个工具会轮 流导航到所有的样本数据，得到每个样本的汇总信息。如果需要，也可以钻取到详细信 息。使用此工具至少可以少打很多字，少敲很多次键盘。

前面我们演示了状态计数器和线程状态的例子。在本章结束之前，将再给出一些*oprofile* 和*gdb*的输出例子。下面是一个问题服务器上的*oprofile*输出，你能找到问题吗？

HoT>

| samples  893793 | %  31.1273 |
| --- | --- |
| 325733 | 11.3440 |
| 117732 | 4.1001 |
| 102349 | 3.5644 |
| 76977 | 2.6808 |
| 71599 | 2.4935 |
| 52203 | 1.8180 |
| 46516 | 1.6200 |
| 42153 | 1.4680 |
| 37359 | 1.3011 |
| 35917 | 1.2508 |
| 34248 | 1.1927 |

image name /no-vmlinux

d d  
a a

e e

r r  
d ddhddddhd  
1 lltlllltl  
qc qqpqqqqpq  
sbssbsss sbs  
myMmymyH 吋叫叫叫Mmy

| app name | symbol name |
| --- | --- |
| /no-vmlinux | (no symbols) |
| mysqld | Query\_cache::free\_memory\_block() |
| libc | (no symbols) |
| mysqld | my\_hash\_sort\_\_bin |
| mysqld | MYSQLparse()" |
| libpthread | pthread\_mutex\_trylock |
| mysqld | read\_view\_open\_now |
| mysqld | Query\_cache::invalidate\_query\_block\_list() |
| mysqld | Query\_cache::write\_result\_data() |
| mysqld | MYSQLlex() ~ ~ |
| libpthread | \_pthread\_mutex\_unlock\_usercnt |
| mysqld | \_intel\_new\_memcpy |

如果你的答案是“査询缓存”，那么恭喜你答对了。在这里査询缓存导致了大量的工作, 并拖慢了整个服务器。这个问题是一夜之间突然发生的，系统变幔了 50倍，但这期间系统没有做过任何其他变更。关闭査询缓存后系统性能恢复了正常。这个例子比较简单 地解释了服务器内部行为对性能的影响。

另外一个重要的关于等待分析的性能瓶颈分析工具是g次,的堆栈跟踪。下面是对一个线 程的堆栈跟踪的输出结果，为了便于印刷做了一些格式化：

Thread 992 (Thread Ox7f6eeO11191O (LWP 31510))：

#0

#1

#2

#3

#4

#5

#6

#7

#8

#9 - .

#10 0x0000000000669ea4 in handle\_select()()

#11 OxOOOOOOOOOO5ff89a in ?? () ~

#12 0x0000000000601c5e in mysql\_execute\_command()()

#13 OxOOOOOOOOOO6O7Olc in mysql\_parse()()

#14 0X0000000000608293

#15 OxOOOOOOOOOO6O8b8a

#16 OxOOOOOOOOOO5fbdld

#17 OxOOOOOO3be56O686a

#18 OxOOOOOO3be4ede3bd

#19 0X0000000000000000 in

OxOOOOOO3be56Ob2f9 in pthread\_cond\_wait@@GLIBC\_2.3.2 () from /libpthread.so.O

OxOOOO7f6eel4fO965 in os\_event\_wait\_low () at os/osOsync.c：396

OxOOOO7f6eel5315O7 in "-

OxOOOO7f6eel4c9O6a in ha\_innodb::index\_read

OXOOOOOOOOOO6538C5 in

OXOOOOOOOOOO658O29 in

OxOOOOOOOOOO658e25 in

OXOOOOOOOOOO6677CO in

srv\_conc\_enter\_innodb () at srv/srvOsrv.c:1185 innodb\_srv\_conc\_enter\_innodb () at handler/ha^innodb.cc:609 ()at handler/ha\_innodb.cc:5057

?? () sub\_select()() ??()

JOIN::exec()()

0x000000000066944a in mysql\_select()()

in in in in in

dispatch\_command()() do\_command(THD\*)() handle\_one\_connection () start\_thread () from /lib64/libpthread.so.0 clone () from /lib64/libc.so.6

?? 0

堆栈需要自下而上来看。也就是说，线程当前正在执行的是pthread\_cond\_wait函数， 这是由0s\_event\_wait\_low调用的。继续往下，看起来是线程试图进入到InnoDB内核 (srv conc enter innodb),但被放入了一个内部队列中(os event wait low),原因 应该是内核中的线程数已经超过innodb thread\_concurrency的限制。当然，要真正地 发挥堆栈跟踪的价值需要将很多的信息聚合在一起来看。这种技术是由Domas Mituzas 推广的，他以前是MySQL的支持工程师，开发了著名的穷人剖析器“poor man's profiler”。他目前在Facebook工作，和其他人一起开发了更多的收集和分析堆栈跟踪的 工具。可以从他的这个网站发现更多的信息:*<http://www.poormansprofiler.orgo>* 在Percona Toolkit中我们也开发了一个类似的穷人剖析器，叫做*pt-pmpo*这是一个 用shell和“w\*脚本编写的工具，可以将类似的堆桟跟踪输出合并到一起，然后通过 *sort\uniq\sort*将最常见的条目在最前面输出。下面是一个堆栈跟踪的完整例子，通过此 工具将重要的信息展示了出来。使用了选项指定了堆栈跟踪不超过5层，以免因太〈画 多前面部分相同而后面部分不同的跟踪信息而导致无法聚合到一起的情况，这样才能更 好地显示到底在哪里产生了等待:

$ pt-pmp -1 5 stacktraces.txt

507 pthread\_cond\_wait,one\_thread\_per\_connection\_end,handle\_one\_connection, start\_thread,clone

398 pthread\_cond\_wait,os\_event\_wait\_low,srv\_conc\_enter\_innodb, innodb\_srv\_conc\_enter\_innodb,ha\_innodb::index\_read

83 pthread\_cond\_wait,os\_event\_wait\_low,sync\_array\_wait\_event,mutex\_spin\_wait, mutex\_enter\_func

10 pthread\_cond\_wait,os\_event\_wait\_low,os\_aio\_simulated\_handle,fil\_aio\_wait, io\_handler\_thread

7 pthread\_cond\_wait,os\_event\_wait\_lowJ srv\_conc\_enter\_innodb, innodb\_srv\_conc\_enter\_innodb,ha\_innodb::general\_fetch

5 pthread\_cond\_wait,os\_event\_wait\_low, sync\_array\_wait\_event,rw\_lock\_s\_lock\_spin, rw\_lock\_s\_lock\_func

1 sigwait,signal\_hand,start\_thread,clone,??

1 select,os\_thread\_sleep,srv\_lock\_timeout\_and\_monitor\_thread,start\_thread,clone

1 select,os\_thread\_sleep,srv\_error\_monitor\_thread,start\_thread,clone

1 select,handle\_connections\_sockets,main

1 read,vio\_read\_buff,:my\_net\_read,cli\_safe\_read

1 pthread\_cond\_wait,os\_event\_wait\_low,sync\_array\_wa it\_event,rw\_loc k\_\_x\_loc k\_low, rw\_lock\_x\_lock\_func

1 pthread\_cond\_wait,MYSQL\_BIN\_LOG::wait\_for\_\_updatejmysql\_binlog\_sendj dispatch\_commandjdo\_command

1 fsync,os\_file\_fsync,os\_file\_flush,fil\_flush,log\_write\_up\_to

第一行是MySQL中非常典型的空闲线程的一种特征，所以可以忽略。第二行才是最有 意思的地方，看起来大量的线程正在准备进入到InnoDB内核中，但都被阻塞了。从第 三行则可以看到许多线程都在等待某些互斥锁，但具体的是什么锁不清楚，因为堆栈跟 踪更深的层次被截断了。如果需要确切地知道是什么互斥锁，则需要使用更大的刀选项 重跑一次。一般来说，这个堆栈跟踪显示很多线程都在等待进入到InnoDB,这是为什 么呢？这个工具并不清楚，需要从其他的地方来入手。

从前面的堆栈跟踪和*oprofile*报表来看，如果不是MySQL和InnoDB源码方面的专家， 这种类型的分析很难进行。如果用户在进行此类分析时碰到问题，通常需要求助于这样 的专家才行。

在下面的例子中，通过剖析和等待分析都无法发现服务器的问题，需要使用另外一种不 同的诊断技术。

3.4.3 一个诊断案例

在本节中，我们将逐步演示一个客户实际碰到的间歇性性能问题的诊断过程。这个案例 的诊断需要具备MySQL. InnoDB和GNU/Linux的相关知识。但这不是我们要讨论的 H03> 重点。要尝试从疯狂中找到条理：阅读本节并保持对之前的假设和猜测的关注，保持对 之前基于合理性和基于可度量的方式的关注，等等。我们在这里深入研究一个具体和详

细的案例，为的是找到一个简单的一般性的方法。

在尝试解决其他人提出的问题之前，先要明确两件事情，并且最好能够记录下来，以免 遗漏或者遗忘：

1. 首先，问题是什么？ 一定要清晰地描述出来，费力去解决一个错误的问题是常有 的事。在这个案例中，用户抱怨说每隔一两天，服务器就会拒绝连接，报max\_ connections错误。这种情况一般会持续几秒到几分钟，发生的时间非常随机。
2. 其次，为解决问题已经做过什么操作？在这个案例中，用户没有为这个问题做过任 何操作。这个信息非常有帮助，因为很少有其他事情会像另外一个人来描述一件事 情发生的确切顺序和曾做过的改变及其后果一样难以理解（尤其是他们还是在经过 几个不眠之夜后满嘴咖啡味道地在电话里绝望呐喊的时候）。如果一台服务器遭受过 未知的变更，产生了未知的结果，问题就更难解决了，尤其是时间又非常有限的时候。

搞清楚这两个问题后，就可以开始了。不仅需要去了解服务器的行为，也需要花点时间 去梳理一下服务器的状态、参数配置，以及软硬件环境。使用*pt-summary*和 *-summary T*具可以获得这些信息。简单地说，这个例子中的服务器有16个CPU核心， 12GB内存，数据量有900MB,且全部采用InnoDB引擎，存储在一块SSD固态硬盘上。 服务器的操作系统是GNU/Linux、MySQL版本5.1.37,使用的存储引擎版本是InnoDB plugin 104。之前我们已经为这个客户解决过一些异常问题，所以对其系统已经比较了 解。过去数据库从来没有出过问题，大多数问题都是由于应用程序的不良行为导致的。 初步检査了服务器也没有发现明显的问题。査询有一些优化的空间，但大多数情况下响 应时间都不到10毫秒。所以我们认为正常情况下数据库服务器运行良好（这一点比较 重要，因为很多问题一开始只是零星地出现，慢慢地累积成大问题。比如RAID阵列中 坏了一块硬盘这种情况）。

这个案例研究可能有点乏味。这里我们不厌其烦地展示所有的诊断数据，解释所有 的细节，对几个不同的可能性深入进去追査原因。在实际工作中，其实不会对每个 问题都采用这样缓慢而冗长的方式，也不推荐大家这样做。这里只是为了更好地演 示案例而已。

我们安装好诊断工具，在Threads\_connected±设置触发条件，正常情况下Threads, connected的值一般都少于15,但在发生问题时该值可能飙升到几百。下面我们会先给 出一个样本数据的收集结果，后续再来评论。首先试试看，你能否从大量的输出中找出 问题的重点在哪里：

* 查询活动从1 000到10 000的QPS,其中有很多是“垃圾”命令，比如ping 一下服 务器确认其是否存活。其余的大部分是SELECT命令，大约每秒300〜2 000次，只 有很少的UPDATE命令(大约每秒五次)。
* 在SHOW PROCESSLIST中主要有两种类型的査询，只是在WHERE条件中的值不一样。 下面是査询状态的汇总数据：

**$ grep State: processlist.txt | sort | uniq -c | sort -rn**

161 State: Copying to tmp table

156 State: Sorting result

136 State: statistics

50 State: Sending data

24 State: NULL

13 State:

7 State: freeing items

7 State: cleaning up

1 State: storing result in query cache

1 State: end

* 大部分査询都是索引扫描或者范围扫描，很少有全表扫描或者表关联的情况。
* 每秒大约有20〜100次排序，需要排序的行大约有1 000到12 000行。
* 每秒大约创建12〜90个临时表，其中有3〜5个是磁盘临时表。
* 没有表锁或者査询缓存的问题。
* 在SHOW INNODB STATUS中可以观察到主要的线程状态是"flushing buffer pool pages”，但只有很少的脏页需要刷新(Innodb\_buffer\_pool\_pages\_dirty), Innodb\_buffer\_pool\_pages\_flushed 也没有太大的变化，日志顺序号(log sequence number)和最后检査点(last checkpoint)之间的差距也很少。InnoDB缓存池也还 远没有用满;缓存池比数据集还要大很多。大多数线程在等待InnoDB队列：“12 queries inside InnoDB, 495 queries in queue\*, (12 个査询在 InnoDB 内部执行，495 个査询在队列中)。
* 每秒捕获一次诂s,冰输出，持续30秒。从输出可以发现没有磁盘读，而写操作则接 近了 “天花板”，所以I/O平均等待时间和队列长度都非常高。下面是部分输出结果, 为便于打印输出，这里截取了部分字段：

r/s w/s rsec/s wsec/s avgqu-sz await

H05>

1.00 500.00

0.00 451.00

0.00 565.00

0.00 649.00

0.00 589.00

0.00 384.00

0.00 14.00

0.00 13.00

0.00 13.00

8.00 86216.00

0.00 206248.00

0.00 269792.00

0.00 309248.00

0.00 281784.00

0.00 162008.00

0.00 400.00

0.00 248.00

0.00 408.00

5.05 11.95 123.25 238.00 143.80 245.43 143.01 231.30 142.58 232.15

71.80 238.39

0.01 0.93

0.01 0.92

0.01 0.92

svctm %util

0.59 29.40

1.90 85.90

1.77 100.00

1.54 100.10

1.70 100.00

1.73 66.60

0.36 0.50

0.23 0.30

0.23 0.30

*• vmstat*的输出也验证了 *iostat*的结果，并且CPU的大部分时间是空闲的，只是偶尔 在写尖峰时有一些I/O等待时间（最高约占9%的CPU）O

是不是感觉脑袋里塞满了东西？当你深入一个系统的细节并且没有任何先入为主（或者 故意忽略了）的观念时，很容易碰到这种情况，最终只能检査所有可能的情况。很多被 检査的地方最终要么是完全正常的，要么发现是问题导致的结果而不是问题产生的原因。 尽管此时我们会有很多关于问题原因的猜测，但还是需要继续检査下面给出的*oprofile* 报表，并且在给出更多数据的时候添加一些评论和解释：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| samples | % | image name | app name | symbol name |
| 473653 | 63.5323 | no-vmlinux | no-vmlinux | /no-vmlinux |
| 95164 | 12.7646 | mysqld | mysqld | /usr/libexec/mysqld |
| 53107 | 7.1234 | libc-2.10.1.so | libc-2.10.1.so | memcpy |
| 13698 | 1.8373 | ha\_innodb.so | ha\_innodb.so | build\_template() |
| 13059 | 1.7516 | ha\_innodb.so | ha\_innodb.so | btr\_search\_guess\_on\_hash |
| 11724 | 1.5726 | ha\_innodb.so | ha\_innodb.so | row\_sel\_store\_mysql\_rec |
| 8872 | 1.1900 | ha\_innodb.so | ha\_innodb.so | rec\_init\_offsets\_comp\_ordinary |
| 7577 | 1.0163 | ha\_innodb.so | ha\_innodb.so | row\_search\_for\_mysql |
| 6030 | 0.8088 | ha\_innodb.so | ha\_innodb.so | rec\_get\_offsets\_func |
| 5268 | 0.7066 | ha\_innodb.so | ha\_innodb.so | cmp\_dtuple\_rec\_with\_match |

这里大多数符号（symbol）代表的意义并不是那么明显，而大部分的时间都消耗在内核 符号（no-vmlinux）注”和一个通用的*mysqld*符号中，这两个符号无法告诉我们更多的细 节注18o不要被多个ha\_innodb.so符号分散了注意力,看一下它们占用的百分比就知道了， 不管它们在做什么，其占用的时间都很少，所以应该不会是问题所在。这个例子说明， 仅仅从剖析报表出发是无法得到解决问题的结果的。我们追踪的数据是错误的。如果遇 到上述例子这样的情况，需要继续检査其他的数据，寻找问题根源更明显的证据。

到这里，如果希望从gd3的堆栈跟踪进行等待分析，请参考3.4.2节的最后部分内容。 那个案例就是我们当前正在诊断的这个问题。回想一下，当时的堆栈跟踪分析的结果是 正在等待进入到InnoDB内核，所以SHOW INNODB STATUS的输出结果中有“12 queries inside InnoDB, 495 queries in queuew o

从上面的分析发现问题的关键点了吗？没有。我们看到了许多不同问题可能的症状，根 据经验和直觉可以推测至少有两个可能的原因。但也有一些没有意义的地方。如果再次＜3画 检査一下姑的输出，可以发现wsec/s列显示了至少在6秒内，服务器每秒写入了几 百MB的数据到磁盘。每个磁盘扇区是512B,所以这里采样的结果显示每秒最多写入 了 150MB数据。然而整个数据库也只有900MB大小，系统的压力又主要是SELECT

注17 ：理论上，我们需要内核符号（kernel symbol）才能理解内核中发生了什么。实际上，安装内核符号 可能会比较麻烦，并且从*vmstat*的输出可以看到系统CPU的利用率很低，所以即使安装了，很可 能也会发现内核大多数是处于“sleeping”（睡眠）状态的。

注18 :这看起来是一个编译有问题的MySQL版本。

査询。怎么会出现这样的情况呢?

对一个系统进行检査的时候，应该先问一下自己，是否也碰到过上面这种明显不合理的 问题，如果有就需要深入调查。应该尽量跟进每一个可能的问题直到发现结果，而不要 被离题太多的各种情况分散了注意力，以致最后都忘记了最初要调査的问题。可以把问 题写在小纸条上，检査一个划掉一个，最后再确认一遍所有的问题都已经完成调査注

在这一点上，我们可以直接得到一个结论，但却可能是错误的。可以看到主线程的状态 是InnoDB正在刷新脏页。在状态输出中出现这样的情况，一般都意味着刷新已经延迟 了。我们知道这个版本的InnoDB存在“疯狂刷新”的问题（或者也被称为检査点停顿）。 发生这样的情况是因为InnoDB没有按时间均匀分布刷新请求，而是隔一段时间突然请 求一次强制检査点导致大量刷新操作。这种机制可能会导致InnoDB内部发生严重的阻 塞，导致所有的操作需要排队等待进入内核，从而引发InnoDB ±一层的服务器产生堆 积。在第2章中演示的例子就是一个因为“疯狂刷新”而导致性能周期性下跌的问题。 很多类似的问题都是由于强制检査点导致的，但在这个案例中却不是这个问题。有很多 方法可以证明，最简单的方法是査看SHOW STATUS的计数器，追踪一下Innodb\_buffer\_ pool\_pages\_flushed的变化，之前已经提到了，这个值并没有怎么增加。另外，注意到 InnoDB缓冲池中也没有大量的脏页需要刷新，肯定不到几百MB。这并不值得惊讶，因 为这个服务器的工作压力几乎都是SELECT査询。所以可以得到一个初步的结论，我们要 关注的不是InnoDB刷新的问题，而应该是刷新延迟的问题，但这只是一个现象，而不 是原因。根本的原因是磁盘的I/O已经饱和，IrnioDB无法完成其I/O操作。至此我们消 除了一个可能的原因，可以从基于直觉的原因列表中将其划掉了。

从结果中将原因区别出来有时候会很困难。当一个问题看起来很眼熟的时候，也可以跳 过调査阶段直接诊断。当然最好不要走这样的捷径，但有时候依靠直觉也非常重要。如 果有什么地方看起来很眼熟，明智的做法还是需要花一点时间去测量一下其充分必要条 件，以证明其是否就是问题所在。这样可以节省大量时间，避免査看大量其他的系统和 □07＞性能数据。不过也不要过于相信直觉而直接下结论，不要说“我之前见过这样的问题, 肯定就是同样的问题”。而是应该去收集相关的证据，尤其是能证明直觉的证据。

下一步是尝试找出是什么导致了服务器的I/O利用率异常的高。首先应该注意到前面已 经提到过的“服务器有连续几秒内每秒写入了几百MB数据到磁盘，而数据库一共只有 900MB大小，怎么会发生这样的情况？ ”，注意到这里已经隐式地假设是数据库导致了 磁盘写入。那么有什么证据表明是数据库导致的呢？当你有未经证实的想法，或者觉得 不可思议时，如果可能的话应该去进行测量，然后排除掉一些怀疑。

注19：或者换个说法，不要把所有的鸡安都混在一个篮子里。 我们看到了两种可能性：要么是数据库导致了 I/O （如果能找到源头的话，那么可能就 找到了问题的原因）；要么不是数据库导致了所有的I/O而是其他什么导致的，而系统因 为缺少I/O资源影响了数据库性能。我们也很小心地尽力避免引入另外一个隐式的假设： 磁盘很忙并不一定意味着MySQL会有问题。要记住，这个服务器主要的压力是内存读 取，所以也很可能出现磁盘长时间无法响应但没有造成严重问题的现象。

如果你一直跟随我们的推理逻辑.，就可以发现还需要回头检査一下另外一个假设。我们 已经知道磁盘设备很忙，因为其等待时间很高。对于固态硬盘来说，其I/O平均等待时 间一般不会超过1/4秒。实际上，从*iostat*的输出结果也可以发现磁盘本身的响应还是 很快的，但请求在块设备队列中等待很长的时间才能进入到磁盘设备。但要记住，这只 是加皿的输出结果，也可能是错误的信息。

究竟是什么导致了性能低下？

当一个资源变得效率低下时，应该了解一下为什么会这样。有如下可能的原因：

1. 资源被过度使用，余量已经不足以正常工作。
2. 资源没有被正确配置。
3. 资源已经损坏或者失灵。

回到上面的例子中，*iostat*的输出显示可能是磁盘的工作负载太大，也可能是配置 不正确（在磁盘响应很快的情况下，为什么I/O请求需要排队这么长时间才能进入 到磁盘？）。然而，比较系统的需求和现有容量对于确定问题在哪里是很重要的一 部分。大量的基准测试证明这个客户使用的这种SSD是无法支撑几百MB/s的写 操作的。所以，尽管妣仞的结果表明廢盘的响应是正常的，也不一定是完全正确的。 在这个案例中，我们没有办法证明磁盘的响应比*iostat*的结果中所说的要慢，但这 种情况还是有可能的。所以这不能改变我们的看法：可能是磁盘被滥用注**2**。，或者 是错误的配置，或者两者兼而有之，是性能低下的罪魁祸首。

在检査过所有诊断数据之后，接下来的任务就很明显了 ：测量出什么导致了 I/O消耗。 不幸的是，客户当前使用的GNU/Linux版本对此的支持不力。通过一些工作我们可以做 一些相对准确的猜测，但首先还是需要探索一下其他的可能性。我们可以测量看多少I/O 来自MySQL,但客户使用的MySQL版本较低以致缺乏一些诊断功能，所以也无法提供 确切有利的支持。

注20 :也有人会拨打1 -800热线电话。作为替代，基于我们已经知道MySQL如何使用磁盘，我们来观察MySQL的I/O情况。通 常来说，MySQL只会写数据、日志、排序文件和临时表到磁盘。从前面的状态计数器 和其他信息来看，首先可以排除数据和日志的写入问题。那么，只能假设MySQL突然 写入大量数据到临时表或者排序文件，如何来观察这种情况呢？有两个简单的方法:一 是观察磁盘的可用空间，二是通过川#命令观察服务器打开的文件句柄。这两个方法我 们都采用了，结果也足以满足我们的需求。下面是问题期间每秒运行冷龙的结果：

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Filesystem | Size | Used | Avail | Use% | Mounted on |
| /dev/sda3 | 58G | 20G | 36G | 36% | / |
| /dev/sda3 | 58G | 20G | 36G | 36% | / |
| /dev/sda3 | 58G | 19G | 36G | 35% | / |
| /dev/sda3 | 58G | 19G | 36G | 35% | / |
| /dev/sda3 | 58G | 19G | 36G | 35% | / |
| /dev/sda3 | 58G | 19G | 36G | 35% | / |
| /dev/sda3 | 58G | 18G | 37G | 33% | / |
| /dev/sda3 | 58G | 18G | 37G | 33% | / |
| /dev/sda3 | 58G | 18G | 37G | 33% | / |

下面则是/sq/的数据，因为某些原因我们每五秒才收集一次。我们简单地将*mysqld*在 */tmp*中打开的文件大小做了加总，并且把总大小和采样时的时间戳一起输出到结果文件 中：

**$ awk ,**

**/mysqld.\*tmp/ ( total +=** *$7；*

**)**

**/ASun Mar 28/ && total (**

**printf "%s %7.2f MB\n", $4, total/1024/1024； total = 0;**

**)' lsof.txt**

1655.21 MB

1.88 MB

1.88 MB

1.88 MB

1.88 MB

18:34:38

18：34：43

18：34：48

18:34:53

18：34：58

从这个数据可以看出，在问题之初MySQL大约写了 1.5GB的数据到临时表，这和之前 在SHOW PROCESSLIST中有大量的"Copying to tmp table"相吻合。这个证据表明可能是 □P9＞某些效率低下的査询风暴耗尽了磁盘资源。根据我们的工作直觉，出现这种情况比较普 遍的一个原因是缓存失效。当*memcached*中所有缓存的条目同时失效，而又有很多应用 需要同时访问的时候，就会出现这种情况。我们给开发人员出示了部分釆样到的査询, 并讨论送些査询的作用。实际情况是，缓存同时失效就是罪魁祸首（这验证了我们的直 觉）。一方面开发人员在应用层面解决缓存失效的问题；另一方面我们也修改了査询，避 免使用磁盘临时表。这两个方法的任何一个都可以解决问题，当然最好是两个都实施。 如果读者一直顺着我们前面的思路读下来，可能还会有一些疑问。在这里我们可以稍微 解释一下（我们在本章引用的方法在审阅的时候已经检査过一遍）：

为什么我们不一开始就优化慢查询？

因为问题不在于慢査询，而是“太多连接”的错误。当然，因为慢査询，太多査询 的时间过长而导致连接堆积在逻辑上也是成立的。但也有可能是其他原因导致连接 过多。如果没有找到问题的真正原因，那么回头査看慢査询或其他可能的原因，看 是否能够改善是很自然的事情注七但这样做大多时候会让问题变得更彈。如果你把 一辆车开到机械师那里抱怨说有异响，假如机械师没有指出异响的原菌，也不去检 査其他的地方，而是直接做了四轮平衡和更换变速箱油，然后把账单扔给你，你也 会觉得不爽的吧？

但是查询由于糟糕的执行计划而执行缓慢不是一种警告吗？

在事故中确实如此。但慢査询到底是原因还是结果？在深入调査前是无法知晓的。 记住，在正常的时候这个査询也是正常运行的。一个査询需要执行filesort和创建临 时表并不一定意味着就是有问题的。尽管消除filesort和临时表通常来说是“最佳实 践”。

通常的“最佳实践”自然有它的道理，但不一定是解决某些特殊问题的“灵丹妙药”。 比如说问题可能是因为很简单的配置错误。我们碰到过很多这样的案例，问题本来 是由于错误的配置导致的，却去优化査询，这不但浪费了时间，也使得真正问题被 解决的时间被拖延了。

如果缓存项被重新生成了很多次，是不是会导致产生＞1艮多同样的查询呢？

这个问题我们确实还没有调査到。如果是多线程重新生成同样的缓存项，那么确实

有可能导致产生很多同样的査询（这和很多同类型的査询不同，比如WHERE子句中＜3E 的参数可能不一样）。注意到这样会刺激我们的直觉，并更快地带我们找到问题的解 决方案。

每秒有几百次SELECT查询，但只有五次UPDATEO怎么能确定这五次UPDATE的压力不会 导致问题呢？

这些UPDATE有可能对服务器造成很大的压力。我们没有将真正的査询语句展示出来， 因为这样可能会将事情搞得更杂乱。但有一点很明确，某种査询的绝对数量不一定 有意义。

I/O风暴最初的证据看起来不是彳艮充分？

是的，确实是这样。有很多种解释可以说明为什么一个这么小的数据库可以产生这 么大量的写入磁盘，或者说为什么磁盘的可用空间下降得这么快。这个问题中使用 的MySQL和GNU/Linux版本都很难对一些东西进行测量（但不是说完全不可能）。

注21 ：就保常说的“当你手中有了锤子，所有的东西看起来都是钉子” 一样。 尽管在很多时候我们可能扮演“魔鬼代言人”的角色，但我们还是以尽量平衡成本 和潜在的利益为第一优先级。越是难以准确测量的时候，成本/收益比越攀升，我 们也更愿意接受不确定性。

之前说过“数据库过去从来没出过问题”是一种偏见吗？

是的，这就是偏见。如果抓住问题，很好：如果没有，也可以是证明我们都有偏见 的很好例子。

至此我们要结束这个案例的学习了。需要指出的是，如果使用了诸如New Relic这样的 剖析工具，即使没有我们的参与，也可能解决这个问题。

3.5其他剖析工具

我们已经演示了很多剖析MySQL、操作系统及査询的方法。我们也演示了那些我们觉 得很有用的案例。当然，通过本书，我们还会展示更多工具和技术来检査和测量系统。 但是等一下，本章还有更多工具没介绍呢。

3.5.1 使用 USEFLSTATISTICS 表

Percona Server和MariaDB都引入了一些额外的对象级别使用统计的INFORMATION\_ SCHEMA表，这些最初是由Google开发的。这些表对于查找服务器各部分的实际使用情 况非常有帮助。在一个大型企业中，DBA负责管理数据库，但其对开发缺少话语权，那 么通过这些表就可以对数据库活动进行测量和审计，并且强制执行使用策略。对于像共 享主机环境这样的多租户环境也同样有用。另外，在査找性能问题时，这些表也可以帮 助找出数据库中什么地方花费了最多的时间，或者什么表或索引使用得最频繁，抑或最 不频繁。下面就是这些表：

mysql> **SHOW TABLES FROM INFORMATION\_SCHEMA LIKE \* %\_STATISTICS[[1]](#footnote-2);**

+ +

I Tables\_in\_information\_schema (%\_STATISTICS) |

* 可以査找出从未使用的索引，可以考虑删除之。
* 可以看看复制用户的CONNECTED\_TIME和BUSY\_TIME,以确认复制是否会很难跟上主 库的进度。

在MySQL 5.6中，Performance Schema中也添加了很多类似上面这些功能的表。

3.5.2 使用 strace

*strace* I具可以调査系统调用的情况。有好几种可以使用的方法，其中一种是计算系统 调用的时间并打印出来：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| $ strace -cfp $(pidof mysqld)  Process 12648 attached with 17 threads - interrupt to quit ACProcess 12648 detached | | | | |
| % time | seconds | usecs/call | calls | errors syscall |
| 73.51 | 0.608908 | 13839 | 44 | select |
| 24.38 | 0.201969 | 20197 | 10 | futex |
| 0.76 | 0.006313 | 1 | 11233 | 3 read |
| 0.60 | 0.004999 | 625 | 8 | unlink |
| 0.48 | 0.003969 | 22 | 180 | write |
| 0.23 | 0.001870 | 11 | 178 | pread64 |
| 0.04 | 0.000304 | 0 | 5538 | \_llseek |
| [some lines omitted | | for brevity] |  |  |
| 100.00 | 0.828375 |  | 17834 | 46 total |

这种用法和*oprofile*有点像。但是*oprofile*还可以剖析程序的内部符号，而不仅仅是系统 调用。另外*.strace*拦截系统调用使用的是不同于*oprofile*的技术，这会有一些不可预期性， 开销也更大些。*strace*度量时使用的是实际时间，而*oprofile*使用的是花费的CPU周期。 举个例子，当I/O等待出现问题的时候，*strace*能将它们显示出来，因为它从诸如「ead 或者pread64这样的系统调用开始计时，直到调用结束。但*oprofile*不会这样，因为I/O〈面 系统调用并不会真正地消耗CPU周期，而只是等待I/O完成而已。

我们会在需要的时候使用*oprofile.*因为*strace*对像*mysqld*这样有大量线程的场景会产 生一些副作用。当*strace*附加上去后，*mysqld*的运行会变得很慢，因此不适合在产品 环境中使用。但在某些场景中*strace*还是相当有用的，Percona Toolkit中有一个叫做 *-ioprofile*的工具就是使用*strace*来生成I/O活动的剖析报告的。这个工具很有帮助，可 以证明或者驳斥某些难以测量的情况下的一些观点，此时其他方法很难达到目的（如果 运行的是MySQL 5.6,使用Performance Schema也可以达到目的）。

3.6总结

本章给出了一些基本的思路和技术，有助于你成功地进行性能优化。正确的思维方式是 开启系统的全部潜力和应用本书其他章节提供的知识的关键。下面是我们试图演示的一 些基本知识点：

* 我们认为定义性能最有效的方法是响应时间。
* 如果无法测量就无法有效地优化，所以性能优化工作需要基于高质量、全方位及完 整的响应时间测量。
* 测量的最佳开始点是应用程序，而不是数据库。即使问题出在底层的数据库，借助 良好的测量也可以很容易地发现问题。
* 大多数系统无法完整地测量，测量有时候也会有错误的结果。但也可以想办法绕过 一些限制，并得到好的结果（但是要能意识到所使用的方法的缺陷和不确定性在哪 里）。
* 完整的测量会产生大量需要分析的数据，所以需要用到剖析器。这是最佳的工具, 可以帮助将重要的问题冒泡到前面，这样就可以决定从哪里开始分析会比较好。

•剖析报告是一种汇总信息，掩盖和丢弃了太多细节。而且它不会告诉你缺少了什么， 所以完全依赖剖析报告也是不明智的。

* 有两种消耗时间的操作：工作或者等待。大多数剖析器只能测量因为工作而消耗的 时间，所以等待分析有时候是很有用的补充，尤其是当CPU利用率很低但工作却一 直无法完成的时候。
* 优化和提升是两回事。当继续提升的成本超过收益的时候，应当停止优化。

Hi3> • 注意你的直觉，但应该只根据直觉来指导解决问题的思路，而不是用于确定系统的 问题。决策应当尽量基于数据而不是感觉。

总体来说，我们认为解决性能问题的方法，首先是要澄清问题，然后选择合适的技术来 解答这些问题。如果你想尝试提升服务器的总体性能，那么一个比较好的起点是将所有 査询记录到日志中，然后利用*pt-query-digest*工具生成系统级别的剖析报告。如果是要 追査某些性能低下的查询，记录和剖析的方法也会有帮助。可以把精力放在寻找那些消 耗时间最多的、导致了糟糕的用户体验的，或者那些高度变化的，抑或有奇怪的响应时 间直方图的査询。当找到了这些“坏”査询时，要钻取*pt-query-digest*报告中包含的该 査询的详细信息，或者使用SHOW PROFILE及其他诸如EXPLAIN这样的工具。

如果找不到这些查询性能低下的原因，那么也可能是遇到了服务器级别的性能问题。这 时，可以较高精度测量和绘制服务器状态计数器的细节信息。如果通过这样的分析重现 了问题，则应该通过同样的数据制定一个可靠的触发条件，来收集更多的诊断数据。多 花费一点时间来确定可靠的触发条件，尽量避免漏检或者误报。如果已经可以捕获故障

活动期间的数据，但还是无法找到其根本原因，则要么尝试捕获更多的数据，要么尝试 寻求帮助。

我们无法完整地测量工作系统，但说到底它们都是某种状态机，所以只要足够细心，逻 辑清晰并且坚持下去，通常来说都能得到想要的结果。要注意的是不要把原因和结果搞 混了，而且在确认问题之前也不要随便针对系统做变动。

理论上纯粹的自顶向下的方法分析和详尽的测量只是理想的情况，而我们常常需要处理 的是真实系统。真实系统是复杂且无法充分测量的，所以我们只能根据情况尽力而为。 使用诸如*pt-query-digest*和MySQL企业监控器的査询分析器这样的工具并不完美，通 常都不会给出问题根源的直接证据。但真的掌握了以后，已经足以完成大部分的优化诊 断工作了。

第**4**章五

Schema与数据类型优化

良好的逻辑设计和物理设计是高性能的基石，应该根据系统将要执行的查询语句来设计 schema,这往往需要权衡各种因素。例如，反范式的设计可以加快某些类型的查询，但同 时可能使另一些类型的査询变慢。比如添加计数表和汇总表是一种很好的优化査询的方式， 但这些表的维护成本可能会很高。MySQL独有的特性和实现细节对性能的影响也很大。

本章和聚焦在索引优化的下一章，覆盖了 MySQL特有的schema设计方面的主题。我 们假设读者已经知道如何设计数据库，所以本章既不会介绍如何入门数据库设计，也不 会讲解数据库设计方面的深入内容。这一章关注的是MySQL数据库的设计，主要介绍 的是MySQL数据库设计与其他关系型数据库管理系统的区别。如果需要学习数据库设 计方面的基础知识，建议阅读 Clare Churcher 的 *Beginning Database Design* （Apress 出 版社）一书。

本章内容是为接下来的两个章节做铺垫。在这三章中，我们将讨论逻辑设计、物理设计 和査询执行，以及它们之间的相互作用。这既需要关注全局，也需要专注细节。还需要 理解整个系统以便弄清楚各个部分如何相互影响。如果在阅读完索引和查询优化章节后 再回头来看这一章，也许会发现本章很有用，很多讨论的议题不能孤立地考虑。

4.1选择优化的数据类型

MySQL支持的数据类型非常多，选择正确的数据类型对于获得高性能至关重要。不管 存储哪种类型的数据，下面几个简单的原则都有助于做出更好的选择。

更小的通常更好。

一般情况下，应该尽量使用可以正确存储数据的最小数据类型注'。更小的数据类型通

注1 ： 例如只需要存0〜200, tinyint unsigned更好。 译者注

国〉 常更快，因为它们占用更少的磁盘、内存和CPU缓存，并且处理时需要的CPU周

期也更少。

但是要确保没有低估需要存储的值的范围，因为在schema中的多个地方增加数据类 型的范围是一个非常耗时和痛苦的操作。如果无法确定哪个数据类型是最好的，就 选择你认为不会超过范围的最小类型。（如果系统不是很忙或者存储的数据量不多, 或者是在可以轻易修改设计的早期阶段，那之后修改数据类型也比较容易）O

简单就好

简单数据类型的操作通常需要更少的CPU周期。例如，整型比字符操作代价更低, 因为字符集和校对规则（排序规则）使字符比较比整型比较更复杂。这里有两个例子: 一个是应该使用MySQL内建的类型注2而不是字符串来存储日期和时间，另外一个 是应该用整型存储IP地址。稍后我们将专门讨论这个话题。

尽量避免NULL

很多表都包含可为NULL （空值）的列，即使应用程序并不需要保存NULL也是如此, 这是因为可为NULL是列的默认属性注3。通常情况下最好指定列为NOT NULL,除非真 的需要存储NULL值。

如果査询中包含可为NULL的列，对MySQL来说更难优化，因为可为NULL的列使 得索引、索引统计和值比较都更复杂。可为NULL的列会使用更多的存储空间，在 MySQL里也需要特殊处理。当可为NULL的列被索引时，每个索引记录需要一个额 外的字节，在MylSAM里甚至还可能导致固定大小的索引（例如只有一个整数列的 索引）变成可变大小的索引。

通常把可为NULL的列改为NOT NULL带来的性能提升比较小，所以（调优时）没有 必要首先在现有schema中査找并修改掉这种情况，除非确定这会导致问题。但是, 如果计划在列上建索引，就应该尽量避免设计成可为NULL的列。

当然也有例外，例如值得一提的是，InnoDB使用单独的位（bit）存储NULL值，所 以对于稀疏数据注4有很好的空间效率。但这一点不适用于MyISAMo

在为列选择数据类型时，第一步需要确定合适的大类型：数字、字符串、时间等。这通 常是很简单的，但是我们会提到一些特殊的不是那么直观的案例。

下一步是选择具体类型。很多MySQL的数据类型可以存储相同类型的数据，只是存储 的长度和范围不一样、允许的精度不同，或者需要的物理空间（磁盘和内存空间）不同。 相同大类型的不同子类型数据有时也有一些特殊的行为和属性。

E2E＞例如，DATETIME和TIMESAMP列都可以存储相同类型的数据：时间和日期，精确到秒。

注 2 : date, time, datatime 译者注

注3 : 如果定义表结构时没有指定列为NOT NULL,默认都是允许为NULL的。

注4： 很多值为NULL,只有少数行的列有非NULL值。——译者注 然而TIMESTAMP只使用DATETIME 一半的存储空间，并且会根据时区变化，具有特殊的自 动更新能力。另一方面，TIMESTAMP允许的时间范围要小得多，有时候它的特殊能力会 成为障碍。

本章只讨论基本的数据类型。MySQL为了兼容性支持很多别名，例如INTEGER. BOOL, 以及NUMERIC它们都只是别名。这些别名可能令人不解，但不会影响性能。如果建表 时采用数据类型的别名，然后用SHOW CREATE TABLE检査，会发现MySQL报告的是基 本类型，而不是别名。

4.1.1整数类型

有两种类型的数字：整数(whole number)和实数(real number) o如果存储整数，可 以使用这几种整数类型：TINYINT, SMALLINT, MEDIUMINT, INT, BIGINT0分别使用8, 16, 24, 32, 64位存储空间。它们可以存储的值的范围从-2(卜)到2妇)-1,其中N是 存储空间的位数。

整数类型有可选的UNSIGNED属性，表示不允许负值，这大致可以使正数的上限提高一倍。 例如TINYINT. UNSIGNED可以存储的范围是0〜255,而TINYINT的存储范围是-128〜 127。

有符号和无符号类型使用相同的存储空间，并具有相同的性能，因此可以根据实际情况 选择合适的类型。

你的选择决定MySQL是怎么在内存和磁盘中保存数据的。然而，整数计算一般使用 64位的BIGINT整数，即使在32位环境也是如此。(一些聚合函数是例外，它们使用 DECIMAL或DOUBLE进行计算)。

MySQL可以为整数类型指定宽度，例如INT(ll),对大多数应用这是没有意义的：它不 会限制值的合法范围，只是规定了 MySQL的一些交互工具(例如MySQL命令行客户端) 用来显示字符的个数。对于存储和计算来说，INT(l)和INT(20)是相同的。

一**1** 一些第三方存储引擎，比如**Infobright,**有时也有自定义的存储格式和压缩方案，并 |題 | 不一定使用常见的**MySQL**内置引擎的方式。

4.1.2实数类型

实数是带有小数部分的数字。然而，它们不只是为了存储小数部分、也可以使用 DECIMAL存储比BIGINT还大的整数。MySQL既支持精确类型，也支持不精确类型。

FLOAT和DOUBLE类型支持使用标准的浮点运算进行近似计算。如果需要知道浮点运算是 怎么计算的，则需要研究所使用的平台的浮点数的具体实现。

DECIMAL类型用于存储精确的小数。在MySQL 5.0和更高版本，DECIMAL类型支持精确 计算。MySQL 4.1以及更早版本则使用浮点运算来实现DECIAML的计算，这样做会因为 精度损失导致一些奇怪的结果。在这些版本的MySQL中，DECIMAL只是一个“存储类型”。

因为CPU不支持对DECIMAL的直接计算，所以在MySQL 5.0以及更高版本中，MySQL 服务器自身实现了 DECIMAL的高精度计算。相对而言，CPU直接支持原生浮点计算，所 以浮点运算明显更快。

浮点和DECIMAL类型都可以指定精度。对于DECIMAL列，可以指定小数点前后所允许的 最大位数。这会影响列的空间消耗。MySQL 5.0和更高版本将数字打包保存到一个二进 制字符串中（每4个字节存9个数字）。例如，DECIMAL（18,9）小数点两边将各存储9个 数字，一共使用9个字节：小数点前的数字用4个字节，小数点后的数字用4个字节, 小数点本身占1个字节。

MySQL 5.0和更高版本中的DECIMAL类型允许最多65个数字。而早期的MySQL版本中 这个限制是254个数字，并且保存为未压缩的字符串（每个数字一个字节）。然而，这些（早 期）版本实际上并不能在计算中使用这么大的数字，因为DECIMAL只是一种存储格式； 在计算中DECIMAL会转换为DOUBLE类型。

有多种方法可以指定浮点列所需要的精度，这会使得MySQL悄悄选择不同的数据类型, 或者在存储时对值进行取舍。这些精度定义是非标准的，所以我们建议只指定数据类型, 不指定精度。 j

浮点类型在存储同样范围的值时，通常比DECIMAL使用更少的空间。FLOAT使用4个字 节存储。DOUBLE占用8个字节，相比FLOAT有更高的精度和更大的范围。和整数类型一样, 能选择的只是存储类型；MySQL使用DOUBLE作为内部浮点计算的类型。

因为需要额外的空间和计算开销，所以应该尽量只在对小数进行精确计算时才使用 DECIMAL——例如存储财务数据。但在数据量比较大的时候，可以考虑使用BIGINT代替 Hi9> decimal,将需要存储的货币单位根据小数的位数乘以相应的倍数即可。假设要存储财 务数据精确到万分之一分，则可以把所有金额乘以一百万，然后将结果存储在BIGINT里, 这样可以同时避免浮点存储计算不精确和DECIMAL精确计算代价高的问题。

4.1.3字符串类型

MySQL支持多种字符串类型，每种类型还有很多变种。这些数据类型在4.1和5.0版本发生了很大的变化，使得情况更加复杂。从MySQL 4.1开始，每个字符串列可以定义自 己的字符集和排序规则，或者说校对规则(collation)(更多关于这个主题的信息请参考 第7章)。这些东西会很大程度上影响性能。

VARCHAR 和 CHAR 类型

VARCHAR和CHAR是两种最主要的字符串类型。不幸的是，很难精确地解释这些值是怎么 存储在磁盘和内存中的，因为这跟存储引擎的具体实现有关。下面的描述假设使用的存 储引擎是InnoDB和/或者MylSAM。如果使用的不是这两种存储引擎，请参考所使用 的存储引擎的文档。

先看看VARCHAR和CHAR值通常在磁盘上怎么存储。请注意，存储引擎存储CHAR或者 VARCHAR值的方式在内存中和在磁盘上可能不一样，所以MySQL服务器从存储引擎读 出的值可能需要转换为另一种存储格式。下面是关于两种类型的一些比较。

VARCHAR

VARCHAR类型用于存储可变长字符串，是最常见的字符串数据类型。它比定长类型 更节省空间，因为它仅使用必要的空间(例如，越短的字符串使用越少的空间)。有 一种情况例外，如果MySQL表使用ROW\_FORMAT=FIXED创建的话，每一行都会使用 定长存储，这会很浪费空间。

VARCHAR需要使用1或2个额外字节记录字符串的长度：如果列的最大长度小于或 等于255字节，则只使用1个字节表示，否则使用2个字节。假设采用latinl字符集， 一个VARCHAR(IO)的列需要11个字节的存储空间。VARCHAR(1000)的列则需要1002 个字节，因为需要2个字节存储长度信息。

VARCHAR节省了存储空间，所以对性能也有帮助。但是，由于行是变长的，在 UPDATE时可能使行变得比原来更长，这就导致需要做额外的工作。如果一个行占用 的空间增长，并且在页内没有更多的空间可以存储，在这种情况下，不同的存储引 擎的处理方式是不一样的。例如，MylSAM会将行拆成不同的片段存储，InnoDB 则需要分裂页来使行可以放进页内。其他一些存储引擎也许从不在原数据位置更新 数据。

下面这些情况下使用VARCHAR是合适的：字符串列的最大长度比平均长度大很多； 列的更新很少，所以碎片不是问题；使用了像UTF-8这样复杂的字符集，每个字符 都使用不同的字节数进行存储。

<J20j

在5.0或者更高版本，MySQL在存储和检索时会保留末尾空格。但在4.1或更老 的版本，MySQL会剔除末尾空格。

IrmoDB则更灵活，它可以把过长的VARCHAR存储为BLOB,我们稍后讨论这个问题。

CHAR

CHAR类型是定长的：MySQL总是根据定义的字符串长度分配足够的空间。当存储 CHAR值时，MySQL会删除所有的末尾空格(在MySQL 4.1和更老版本中VARCHAR 也是这样实现的——也就是说这些版本中CHAR和VARCHAR在逻辑上是一样的，区 别只是在存储格式上)。CHAR值会根据需要采用空格进行填充以方便比较。

CHAR适合存储很短的字符串，或者所有值都接近同一个长度。两如，CHAR非常适 合存储密码的MD5值，因为这是一个定长的值。对于经常变更的数据，CHAR也比 VARCHAR更好，因为定长的CHAR类型不容易产生碎片。对于非常短的列，CHAR比 VARCHAR在存储空间上也更有效率。例如用CHAR(l)来存储只有Y和N的值，如果 采用单字节字符集注5只需要一个字节，但是VARCHAR(l)却需要两个字节，因为还有 一个记录长度的额外字节。

CHAR类型的这些行为可能有一点难以理解，下面通过一个具体的例子来说明。首先，我 们创建一张只有一个CHAR(10)字段的表并且往里面插入一些值：

**mysql> CREATE TABLE char\_\_test( char\_col CHAR(lO));**

mysql> **INSERT INTO char test(char col) VALUES**

**-> Cstringl1), (• "stringz')； (\*strings ')；**

当检索这些值的时候，会发现string3末尾的空格被截断了。

**mysql> SELECT CONCAT(,,,H, char\_col, FROM char\_test;**

+ +

I CONCATchar\_col, ,,,n) |

+ --+

I 'stringl' I

I ' string2' I

I 'strings' |

如果用VARCHAR(IO)字段存储相同的值，可以得到如下结果注& :

[J2T> mysql> **SELECT CONCAT(,,,n, varchar\_col, FROM varchar\_test;**

+ +

I CONCATvarchar\_col, ”|

+ +

I 1stringl\* I

• I ' string2' I

I 'strings 1 I

+ +

数据如何存储取决于存储引擎，并非所有的存储引擎都会按照相同的方式处理定长和 变长的字符串。Memory引擎只支持定长的行，即使有变长字段也会根据最大长度分

注5： 记住字符串长度定义不是字节数，是字符数。多字节字符集会需要更多的空间存储单个字符。

注6 : strings尾部的空格还在。——译者注

配最大空间注7。不过，填充和截取空格的行为在不同存储引擎都是一样的，因为这是在 MySQL服务器层进行处理的。

与CHAR和VARCHAR类似的类型还有BINARY和VARBINARY,它们存储的是二进制字符串。 二进制字符串跟常规字符串非常相似，但是二进制字符串存储的是字节码而不是字符。 填充也不一样：MySQL填充BINARY采用的是\0 (零字节)而不是空格，在检索时也不 会去掉填充值注8。

当需要存储二进制数据，并且希望MySQL使用字节码而不是字符进行比较时，这些 类型是非常有用的。二进制比较的优势并不仅仅体现在大小写敏感上。MySQL比较 BINARY字符串时，每次按一个字节，并且根据该字节的数值进行比较。因此，二进制比 较比字符比较简单很多，所以也就更快。

慷慨是不明智的

使用VARCHAR(5)和VARCHAR(200)存储 勺ello'的空间开销是一样的。那么使用更 短的列有什么优势吗？

事实证明有很大的优势。更长的列会消耗更多的内存，因为MySQL通常会分配固 定大小的内存块来保存内部值。尤其是使用内存临时表进行排序或操作时会特别糟 糕。在利用磁盘临时表进行排序时也同样糟糕。

所以最好的策略是只分配真正需要的空间。

BLOB和TEXT类型

BLOB和TEXT都是为存储很大的数据而设计的字符串数据类型，分别采用二进制和字符 方式存储。

实际上，它们分别属于两组不同的数据类型家族：字符类型是TINYTEXT, SMALLTEXT, <J22]

TEXT, MEDIUMTEXT, LONGTEXT ；对应的二进制类型是 TINYBLOB, SMALLBLOB, BLOB, MEDIUMBLOB, L0NGBL0Bo BLOB 是 SMALLBLOB 的同义词，TEXT 是 SMALLTEXT 的同义词。

与其他类型不同，MySQL把每个BLOB和TEXT值当作一个独立的对象处理。存储引擎 在存储时通常会做特殊处理。当BLOB和TEXT值太大时，InnoDB会使用专门前“外部”

注7 : Percona Server里的Memory引擎支持变长的行。

注8 ： 如果需要在检索时保持值不变，则需要特别小心BINARY类型, MySQL会用将其填充到需要的

长度。

存储区域来进行存储，此时每个值在行内需要1〜4个字节存储一个指针，然后在外部 存储区域存储实际的值。

BLOB和TEXT家族之间仅有的不同是BLOB类型存储的是二进制数据，没有排序规则或字 符集，而TEXT类型有字符集和排序规则。

MySQL对BLOB和TEXT列进行排序与其他类型是不同的：它只对每个列的最前max\_ sort\_length字节而不是整个字符串做排序。如果只需要排序前面一小部分字符，则可 以减小 max\_sort\_length 的配置，或者使用 ORDER BY SUSTRING（colam, *length）o*

MySQL不能将BLOB和TEXT列全部长度的字符串进行索引，也不能使用这些索引消除 排序。（关于这个主题下一章会有更多的信息。）

磁盘临的表和文件排序

因为Memory引擎不支持BLOB和TEXT类型，所以，如果查询使用了 BLOB或TEXT 列并且需要使用隐式临时表，将不得不使用MylSAM磁盘临时表,即使只有几行 数据也是如此（Percona Server的Memory引擎支持BLOB和TEXT类型，但直到本 书写作之际，同样的场景下还是需要使用磁盘临时表）。

这会导致严重的性能开销。即使配置My SQL将临时表存储在内存块设备上（RAM Disk）,依然需要许多昂贵的系统调用。

最好的解决方案是尽量避免使用BLOB和TEXT类型。如果实在无法避免，有一个技 巧是在所有用到BLOB字段的地方都使用SUBSTRING（coli//nn, *length）*将列值转换为 字符串（在0 RDER BY子句中也适用），这样就可以使用内存临时表了。但是要确保 截取的子字符串足够短，不会使临时表的大小超过max heap table size或tmp\_ table\_size,超过以后MySQL会将内存临时表转换为MylSAM磁盘临时表。

最坏情况下的长度分配对于排序的时候也是一样的，所以这一招对于内存中创建大 临时表和文件排序，以及在磁盘上创建大临时表和文件排序这两种情况都很有帮助。

例如，假设有一个1 000万行的表，占用几个GB的磁盘空间。其中有一个utf8 字符集的VARCHAR（1000）列。每个字符最多使用3个字节，最坏情况下需要3 000 字节的空间。如果在ORDER BY中用到这个列，并且查询扫描整个表，为了排序就 需要超过30GB的临时表。

|J23>

如果EXPLAIN执行计划的Extra列包含” Using temporary",则说明这个查询使用 了隐式临时表。

使用枚举(ENUM)代替字符串类型

有时候可以使用枚举列代替常用的字符串类型。枚举列可以把一些不重复的字符串存储 成一个预定义的集合。MySQL在存储枚举时非常紧凑，会根据列表值的数量压缩到一 个或者两个字节中。MySQL在内部会将每个值在列表中的位置保存为整数，并且在表 的.力w文件中保存“数字■字符串”映射关系的“査找表”。下面有一个例子：

mysql> **CREATE TABLE enum\_test(**

**-> e ENUM('fish\*,apple', 'dog') NOT NULL**

**■> )；**

mysql> **INSERT INTO enum\_test(e) VALUES**。**fish'), ('dog'), ('apple');**

这三行数据实际存储为整数，而不是字符串。可以通过在数字上下文环境检索看到这个 双重属性：

mysql> **SELECT e + 0 FROM enum\_test;**

+ +

I e + 0 I

+ +

I 1 I

I 3 I

I 2 I

+ +

如果使用数字作为ENUM枚举常量，这种双重性很容易导致混乱，例如ENUMC11,

建议尽量避免这么做。

另外一个让人吃惊的地方是，枚举字段是按照内部存储的整数而不是定义的字符串进行 排序的：

mysql> **SELECT e FROM enum\_test ORDER BY e;**

+ +

I e I

+ +

I fish I

I apple I

i dog i

+ +

一种绕过这种限制的方式是按照需要的顺序来定义枚举列。另外也可以在査询中使用<3虱 FIELDO函数显式地指定排序顺序，但这会导致MySQL无法利用索引消除排序。

mysql> **SELECT e FROM enum\_test ORDER BY FIELD(e, 'apple\*, 'dog', 'fish1);**

+ +

I e I

+ +

I apple I

I dog I

I fish I

如果在定义时就是按照字母的顺序，就没有必要这么做了。

枚举最不好的地方是，字符串列表是固定的，添加或删除字符串必须使用ALTER TABLEO 因此，对于一系列未来可能会改变的字符串，使用枚举不是一个好主意，除非能接受只 在列表末尾添加元素，这样任MySQL 5.1中就可以不用重建整个表来完成修改。

由于MySQL把每个枚举值保存为整数，并且必须进行査找才能转换为字符串，所以枚 举列有一些开销。通常枚举的列表都比较小，所以开销还可以控制，但也不能保证一直 如此。在特定情况下，把CHAR/VARCHAR列与枚举列进行关联可能会比直接关联CHAR/ VARCHAR列更慢。

为了说明这个情况，我们对一个应用中的一张表进行了基准测试，看看在MySQL中执 行上面说的关联的速度如何。该表有一个很大的主键:

CREATE TABLE webservicecalls (

day date NOT NULL,

account smallint NOT NULL, service varchar(io) NOT NULL, method varchar(50) NOT NULL, calls int NOT NULL, items int NOT NULL, time float NOT NULL, cost decimal。,5)NOT NULL, updated datetime,

PRIMARY KEY (day, account, service, method)

)ENGINE=InnoDB;

这个表有11万行数据，只有10MB大小，所以可以完全载入内存。service列包含了 5 个不同的值，平均长度为4个字符，method列包含了 71个值，平均长度为20个字符。

我们复制一下这个表，但是把service和method字段换成枚举类型，表结构如下：

CREATE TABLE webservicecalls\_enum (

・..omitted ・..

service ENUM(...values omitted...) NOT NULL, method ENUM(...values omitted...) NOT NULL, I 125〉 ... omitted ...

)ENGINE=InnoDB;

然后我们用主键列关联这两个表，下面是所使用的査询语句:

**mysql> SELECT SQL\_NO\_CACHE COUNT(\*)**

**-> FROM webservicecalls**

**-> JOIN webservicecalls USING(day, account, service, method);**

我们用VARVHAR和ENUM分别测试了这个语句，结果如表4.1所示。

表4-1：连接VARCHAR和ENUM列的速度

|  |  |
| --- | --- |
| 测试 | QPS |
| VARCHAR 关联 VARCHAR | 2.6 |
| VARCHAR 关联 ENUM | 1.7 |
| ENUM 关联 VARCHAR | 1.8 |
| ENUM 关联 ENUM | 3.5 |

从上面的结果可以看到，当把列都转换成ENUM以后，关联变得很快。但是当VARCHAR列 和ENUM列进行关联时则慢很多。在本例中，如果不是必须和VARCHAR列进行关联，那么 转换这些列为ENUM就是个好主意。这是一个通用的设计实践，在“査找表”时采用整数 主键而避免采用基于字符串的值进行关联。

然而，转换列为枚举型还有另一个好处。根据SHOW TABLE STATUS命令输出结果中 Data\_length列的值，把这两列转换为ENUM可以让表的大小缩小1/3。在某些情况下， 即使可能出现ENUM和VARCHAR进行关联的情况，这也是值得的注七同样，转换后主键也 只有原来的一半大小了。因为这是InnoDB表，如果表上有其他索引，减小主键大小会 使非主键索引也变得更小。稍后再解释这个问题。

4.1.4日期和时间类型

MySQL可以使用许多类型来保存日期和时间值，例如YEAR和DATE。MySQL能存储的 最小时间粒度为秒（MariaDB支持微秒级别的时间类型）。但是MySQL也可以使用微秒 级的粒度进行临时运算，我们会展示怎么绕开这种存储限制。

大部分时间类型都没有替代品，因此没有什么是最佳选择的问题。唯一的问题是保 存日期和时间的时候需要做什么。MySQL提供两种相似的日期类型：DATETIME和 TIMESTAMPO对于很多应用程序，它们都能工作，但是在某些场景，一个比另一个工作＜326] 得好。让我们来看一下。

DATETIME

这个类型能保存大范围的值，从1001年到9999年，精度为秒。它把日期和时间封

注9 : 这很可能可以节省I/O。——译者注 装到格式为YYYYMMDDHHMMSS的整数中，与时区无关。使用8个字节的存储 空间。

默认情况下，MySQL以一种可排序的、无歧义的格式显示DATETIME值，例如 "2008-01-16 22:37:08"。这是ANSI标准定义的日期和时间表示方法。

TIMESTAMP

就像它的名字一样，TIMETAMP类型保存了从1970年1月1日午夜(格林尼治标准 时间)以来的秒数，它和UNIX时间戳相同。TIMESTAMP只使用4个字节的存储空间, 因此它的范围比DATETIME小得多：只能表示从1970年到2038年。MySQL提供了 FR0M\_UNIXTIME()函数把Unix时间戳转换为日期，并提供了 UNIX\_TIMESTAMP()函 数把日期转换为Unix时间戳。

MySQL 4.1以及更新的版本按照DATETIME的方式格式化TIMESTAMP的值，但是 MySQL 4.0以及更老的版本不会在各个部分之间显示任何标点符号。这仅仅是显示 格式上的区别，TIMESTAMP的存储格式在各个版本都是一样的。

TIMESTAMP显示的值也依赖于时区。MySQL服务器、操作系统，以及客户端连接都 有时区设置。

因此，存储值为0的TIMESTAMP在美国东部时区显示为"1969-12-31 19:00:00”，与 格林尼治时间差5个小时。有必要强调一下这个区别：如果在多个时区存储或访问 数据，TIMESTAMP和DATETIME的行为将很不一样。前者提供的值与时区有关系，后 者则保留文本表示的日期和时间。

TIMESTAMP也有DATETIME没有的特殊属性。默认情况下，如果插入时没有指定第一 个TIMESTAMP列的值,MySQL则设置这个列的值为当前时间注”。在插入一行记录时, MySQL默认也会更新第一个TIMESTAMP列的值(除非在UPDATE语句中明确指定了 值)。你可以配置任何TIMESTAMP列的插入和更新行为。最后，TIMESTAMP列默认为 NOT NULL,这也和其他的数据类型不一样。

[J27> 除了特殊行为之外，通常也应该尽量使用TIMESTAMP,因为它比DATETIME空间效率更高。 有时候人们会将Unix时间截存储为整数值，但这不会带来任何收益。用整数保存时间 截的格式通常不方便处理，所以我们不推荐这样做。

如果需要存储比秒更小粒度的日期和时间值怎么办？ MySQL目前没有提供合适的数据 类型，但是可以使用自己的存储格式：可以使用BIGINT类型存储微秒级别的时间截，或 者使用DOUBLE存储秒之后的小数部分。这两种方式都可以，或者也可以使用MariaDB 替代MySQLo

注10： TIMESTAMP的行为规则比较复杂，并且在不同的MySQL版本里会变动，所以你应该验证数据库的 行为是你需要的。一个好的方式是修改完TIMESTAMP列后用SHOW CREATE TABLE命令检查输出。

4.1.5位数据类型

MySQL有少数几种存储类型使用紧凑的位存储数据。所有这些位类型，不管底层存储 格式和处理方式如何，从技术上来说都是字符串类型。

BIT

在MySQL 5.0之前，BIT是TINYINT的同义词。但是在MySQL 5.0以及更新版本， 这是一个特性完全不同的数据类型。下面我们将讨论BIT类型新的行为特性。

可以使用BIT列在一列中存储一个或多个true/false值。BIT(l)定义一个包含单个位 的字段，BIT(2)存储2个位，依此类推。BIT列的最大长度是64个位。

BIT的行为因存储引擎而异。MylSAM会打包存储所有的BIT列，所以17个单独的 BIT列只需要17个位存储(假设没有可为NULL的列)，这样MylSAM只使用3个 字节就能存储这17个BIT列。其他存储引擎例如Memory和InnoDB,为每个BIT 列使用一个足够存储的最小整数类型来存放，所以不能节省存储空间。

MySQL把BIT当作字符串类型，而不是数字类型。当检索BIT(l)的值时，结果是 一个包含二进制0或1值的字符串，而不是ASCII码的“0”或“1”。然而，在数 字上下文的场景中检索时，结果将是位字符串转换成的数字。如果需要和另外的值 比较结果，一定要记得这一点。例如，如果存储一个值b'oomoor (二进制值等 于57)到BIT(8)的列并且检索它，得到的内容是字符码为57的字符串。也就是说 得到ASCII码为57的字符*u9\*但是在数字上下文场景中，得到的是数字57 :

**mysql> CREATE TABLE bittest(a bit(8));**

**mysql> INSERT INTO bittest VALUES(b\*00111001');**

**mysql> SELECT a, a + o FROM bittest;**

<328~|

**+ + +**

I **a** I **a + 0** I

**+ + +**

I **9** I **57** I

**+ + +**

这是相当令人费解的，所以我们认为应该谨慎使用BIT类型。对于大部分应用，最 好避免使用这种类型。

如果想在一个bit的存储空间中存储一个true/false值，另一个方法是创建一个可以 为空的CHAR(0)列。该列可以保存空值(NULL)或者长度为零的字符串(空字符串)。

SET

如果需要保存很多true/false值，可以考虑合并这些列到一个SE］数据类型，它在 MySQL内部是以一系列打包的位的集合来表示的。这样就有效地利用了存储空间， 并且MySQL有像FIND\_IN\_SET()和FIELDO这样的函数，方便地在查询中使用。 它的主要缺点是改变列的定义的代价较高：需要ALTER TABLE,这对大表来说是非

常昂贵的操作(但是本章的后面给出了解决办法)。一般来说，也无法在SET列上通 过索引査找。

在整数列上进行按位操作

一种替代SET的方式是使用一个整数包装一系列的位。例如，可以把8个位包装到 一个TINYINT中，并且按位操作来使用。可以在应用中为每个位定义名称常量来简 化这个工作。

比起SET,这种办法主要的好处在于可以不使用ALTER TABLE改变字段代表的“枚举” 值，缺点是査询语句更难写,并且更难理解(当第5个bit位被设置时是什么意思？)。 一些人非常适应这种方式，也有一些人不适应，所以是否采用这种技术取决于个人 的偏好。

一个包装位的应用的例子是保存权限的访问控制列表(ACL)。每个位或者SET元素代 表一个值，例如CAN\_READ、CAN\_WRITE,或者CAN\_DELETEO如果使用SET列，可以让 MySQL在列定义里存储位到值的映射关系,如果使用整数列，则可以在应用代码里存 储这个对应关系。这是使用SET列时的査询：

mysql> **CREATE TABLE acl (**

**-> perms SET('CAN\_READ', ,CAN\_WRITE,, 'CAN^DELETE') NOT NULL**

**\_> )；**

mysql> **INSERT INTO acl(perms) VALUES ('CAN READ,CAN\_DELETE');**

mysql> **SELECT perms FROM acl WHERE** FIND\_In3eT('AN\_ReAD', **perms);**

I perms |

+ +

I CAN\_READ,CAN\_DELETE |

+ +

如果使用整数来存储，则可以参考下面的例子：

| 129 > mysql> **SET @CAN\_READ := 1 « 0,**

**-> @CAN~WRITE := 1 « 1,**

**-> @CAN""DELETE ：= 1 « 2；**

mysql> **CREATE TABLE acl (**

**-> perms TINYINT UNSIGNED NOT NULL DEFAULT 0 ・> )；**

**mysql> INSERT INTO ad(perms) VALUES(@CAN\_READ + @CAN DELETE); mysql> SELECT perms FROM acl WHERE perms & @CAN\_READ;~**

+ +

I perms |

+ +

I 5 I

这里我们使用MySQL变量来定义值，但是也可以在代码里使用常量来代替。

4.1.6 选择标识符（identifier）

为标识列（identifier column）选择合适的数据类型非常重要。一般来说更有可能用标识 列与其他值进行比较（例如，在关联操作中），或者通过标识列寻找其他列。标识列也 可能在另外的表中作为外键使用，所以为标识列选择数据类型时，应该选择跟关联表中 的对应列一样的类型（正如我们在本章早些时候所论述的一样，在相关的表中使用相同 的数据类型是个好主意，因为这些列很可能在关联中使用）。

当选择标识列的类型时，不仅仅需要考虑存储类型，还需要考虑MySQL对这种类型怎 么执行计算和比较。例如，MySQL在内部使用整数存储ENUM和SET类型，然后在做比 较操作时转换为字符串。

一旦选定了一种类型，要确保在所有关联表中都使用同样的类型。类型之间需要精确匹 配，包括像UNSIGNED这样的属性注七 混用不同数据类型可能导致性能问题，即使没有性 能影响，在比较操作时隐式类型转换也可能导致很难发现的错误。这种错误可能会很久 以后才突然出现，那时候可能都已经忘记是在比较不同的数据类型。

在可以满足值的范围的需求，并且预留未来增长空间的前提下，应该选择最小的数据类 型。例如有一个state\_id列存储美国各州的名字注七就不需要几千或几百万个值，所以 不需要使用INT。TINYINT足够存储，而且比INT少了 3个字节。如果用这个值作为其他 表的外键，3个字节可能导致很大的性能差异。下面是一些小技巧。

整数类型

<J30~|

整数通常是标识列最好的选择，因为它们很快并且可以使用AUT0\_INCREMENTo

ENUM和SET类型

对于标识列来说，EMUM和SET类型通常是一个糟糕的选择，尽管对某些只包含固定 状态或者类型的静态“定义表”来说可能是没有问题的。ENUM和SET列适合存储固 定信息，例如有序的状态、产品类型、人的性别。

举个例子，如果使用枚举字段来定义产品类型，也许会设计一张以这个枚举字段为 主键的査找表（可以在査找表中增加一些列来保存描述性质的文本，这样就能够生 成一个术语表，或者为网站的下拉菜单提供有意义的标签）。这时，使用枚举类型作 为标识列是可行的，但是大部分情况下都要避免这么做。

字符串类型

如果可能，应该避免使用字符串类型作为标识列，因为它们很消耗空间，并且通

注11：如果使用的是InnoDB存储引擎，将不能在数据类型不是完全匹配的情况下创建外键，否则会有 报错信息：“ERROR 1005 （HY000）: Can't create table",这个信息可能让人迷惑不解，这个问题在 MySQL邮件组也经常有人抱怨（但奇怪的是，在不同长度的VARCHAR列上创建外键又是可以的）。

注12 :这是关联到另一张存储名字的表的ID。——译者注 常比数字类型慢。尤其是在MylSAM表里使用字符串作为标识列时要特别小心。 MylSAM默认对字符串使用压缩索引，这会导致査询慢得多。在我们的测试中，我 们注意到最多有6倍的性能下降。

对于完全“随机”的字符串也需要多加注意，例如MD5()、SHA10或者UUIDO产生 的字符串。这些函数生成的新值会任意分布在很大的空间内，这会导致INSERT以及 一些SELECT语句变得很慢注d :

* 因为插入值会随机地写到索引的不同位置，所以使得INSERT语句更慢。这会导 致页分裂、磁盘随机访问，以及对于聚簇存储引擎产生聚簇索引碎片。关于这 一点第5章有更多的讨论。
* SELECT语句会变得更慢，因为逻辑上相邻的行会分布在磁盘和内存的不同地方。
* 随机值导致缓存对所有类型的査询语句效果都很差，因为会使得缓存赖以工作 的访问局部性原理失效。如果整个数据集都一样的“热”，那么缓存任何一部分 特定数据到内存都没有好处;如果工作集比内存大，缓存将会有很多刷新和不 命中。

如果存储UUID值，则应该移除符号$或者更好的做法是，用UNHEXO函数转换 UUID值为16字节的数字，并且存储在一个BINARY(16)列中。检索时可以通过HEX() 函数来格式化为十六进制格式。

国＞ UUID()生成的值与加密散列函数例如SHA1()生成的值有不同的特征：UUID值虽然分 布也不均匀，但还是有一定顺序的。尽管如此，但还是不如递增的整数好用。

当心自动生成的schema

我们已经介绍了大部分重要数据类型的考虑(有些会严重影响性能，有些则影响较 小)，但是我们还没有提到自动生成的schema设计有多么糟糕。

写得很烂的schema迁移程序，或者自动生成schema的程序，都会导致严重的性 能问题。有些程序存储任何东西都会使用很大的VARCHAR列，或者对需要在关联时 比较的列使用不同的数据类型。如＜ schema是自动生成的，一定要反复检查确认 没有问题。

对象关系映射(ORM)系统(以及使用它们的“框架”)是另一种常见的性能噩梦。 一些ORM系统会存储任意类型的数据到任意类型的后端数据存储中，这通常意味

注13：另一方面，对一些有彳艮多写的特别大的表，这种伪随机值实际上可以帮助消除热点。 着其没有设计使用更优的数据类型来存储。有时会为每个对象的每个属性使用单独 的行，甚至使用基于时间戳的版本控制，导致单个属性会有多个版本存在。

这种设计对开发者很有吸引力，因为这使得他们可以用面向对象的方式工作，不需 要考虑数据是怎么存储的。然而，“对开发者隐藏复杂性”的应用通常不能很好地 扩展。我们建议在用性能交换开发人员的效率之前仔细考虑，并且总是在真实大小 的数据集上做测试，这样就不会太晚才发现性能问题。

4.1.7特殊类型数据

某些类型的数据并不直接与内置类型一致。低于秒级精度的时间戳就是一个例子；本章 的前面部分也演示过存储此类数据的一些选项。

另一个例子是一个IPv4地址。人们经常使用VARCHAR(15)列来存储IP地址。然而，它 们实际上是32位无符号整数，不是字符串。用小数点将地址分成四段的表示方法只是 为了让人们阅读容易。所以应该用无符号整数存储IP地址。MySQL提供INET\_ATON() 和INET\_NTOA()函数在这两种表示方法之间转换。

4.2 MySQL schema设计中的陷阱

虽然有一些普遍的好或坏的设计原则，但也有一些问题是由MySQL的实现机制导致的， 这意味着有可能犯一些只在MySQL下发生的特定错误。本节我们讨论设计MySQL的 schema的问题。这也许会帮助你避免这些错误，并且选择在MySQL特定实现下工作得〈囱 更好的替代方案。

太多的列

MySQL的存储引擎API工作时需要在服务器层和存储引擎层之间通过行缓冲格式 拷贝数据，然后在服务器层将缓冲内容解码成各个列。从行缓冲中将编码过的列转 换成行数据结构的操作代价是非常高的。MylSAM的定长行结构实际上与服务器层 的行结构正好匹配，所以不需要转换。然而，MylSAM的变长行结构和InnoDB的 行结构则总是需要转换。转换的代价依赖于列的数量。当我们研究一个CPU占用非 常高的案例时，发现客户使用了非常宽的表(数千个字段)，然而只有一小部分列会 实际用到，这时转换的代价就非常高。如果计划使用数千个字段，必须意识到服务 器的性能运行特征会有一些不同。

太多的关联

所谓的“实体■属性-值”(EAV)设计模式是一个常见的糟糕设计模式，尤其是在 MySQL下不能靠谱地工作。MySQL限制了每个关联操作最多只能有61张表，但 是EAV数据库需要许多自关联。我们见过不少EAV数据库最后超过了这个限制。 事实上在许多关联少于61张表的情况下，解析和优化査询的代价也会成为MySQL 的问题。一个粗略的经验法则，如果希望査询执行得快速且并发性好,单个査询最 好在12个表以内做关联。

全能的枚举

注意防止过度使用枚举(ENUM)。下面是我们见过的一个例子：

CREATE TABLE ...(

country enum('

这种模式的schema设计非常凌乱。这么使用枚举值类型也许在任何支持枚举类型的 数据库都是一个有问题的设计方案，这里应该用整数作为外键关联到字典表或者査 找表来査找具体值。但是在MySQL中，当需要在枚举列表中增加一个新的国家时 就要做一次ALTER TABLE操作。在MySQL 5.0以及更早的版本中ALTER TABLE是一 种阻塞操作；即使在5.1和更新版本中，如果不是在列表的末尾增加值也会一样需 要ALTER TABLE (我们将展示一些骇客式的方法来避免阻塞操作，但是这只是骇客

'的玩法，别轻易用在生产环境中)。

变相的枚举

枚举(ENUM)列允许在列中存储一组定义值中的单个值，集合(SET)列则允许在列 中存储一组定义值中的一个或多个值。有时候这可能比较容易导致混乱。这是一个 例子：

CREATE TABLE ...( is\_default setCY'/N') NOT NULL default 'N'

E133> 如果这里真和假两种情况不会同时出现，那么毫无疑问应该使用枚举列代替集合列。

非此发明(Not Invent Here)的 NULL

我们之前写了避免使用NULL的好处，并且建议尽可能地考虑替代方案。即使需要存 储一个事实上的“空值”到表中时，也不一定非得使用NULLO也许可以使用0、某' 个特殊值，或者空字符串作为代替。

但是遵循这个原则也不要走极端。当确实需要表示未知值时也不要害怕使用NULLO 在一些场景中，使用NULL可能会比某个神奇常数更好。从特定类型的值域中选择一 个不可能的值，例如用-1代表一个未知的整数，可能导致代码复杂很多，并容易引

' 入bug,还可能会让事情变得一团糟。处理NULL确实不容易，但有时候会比它的替

代方案更好。

下面是一个我们经常看到的例子:

CREATE TABLE ...（ dt DATETIME NOT NULL DEFAULT '0000-00-00 00:00:00\*

伪造的全0值可能导致很多问题（可以配置MySQL的SQL\_MODE来禁止不可能的日期， 对于新应用这是个非常好的实践经验，它不会让创建的数据库里充满不可能的值）。

值得一提的是，MySQL会在索引中存储NULL值，而Oracle则不会。

4.3范式和反范式

对于任何给定的数据通常都有很多种表示方法，从完全的范式化到完全的反范式化，以 及两者的折中。在范式化的数据库中，每个事实数据会出现并且只出现一次。相反，在 反范式化的数据库中，信息是冗余的，可能会存储在多个地方。 '

如果不熟悉范式，则应该先学习一下。有很多这方面的不错的书和在线资源；在这里, 我们只是给出阅读本章所需要的这方面的简单介绍。下面以经典的“雇员，部门，部门 领导”的例子开始：

|  |  |  |
| --- | --- | --- |
| **EMPLOYEE** | **DEPARTMENT** | **HEAD** |
| **Jones** | **Accounting** | **Jones** |
| **Smith** | **Engineering** | **Smith** |
| **Brown** | **Accounting** | **Jones** |
| **Green** | **Engineering** | **Smith** |

这个schema的问题是修改数据时可能发生不一致。假如Say Brown接任Accounting部 <134 | 门的领导，需要修改多行数据来反映这个变化，这是很痛苦的事并且容易引入错误。如 果“Jones”这一行显示部门的领导跟“Brown”这一行的不一样，就没有办法知道哪个 是对的。这就像是有句老话说的：“一个人有两块手表就永远不知道时间”。此外，这个 设计在没有雇员信息的情况下就无法表示一个部门一一如果我们删除了所有Accounting 部门的雇员，我们就失去了关于这个部门本身的所有记录。要避免这个问题，我们需要 对这个表进行范式化，方式是拆分雇员和部门项。拆分以后可以用下面两张表分别来存 储雇员表：

|  |  |
| --- | --- |
| **EMPLOYEE.NAME** | **DEPARTMENT** |
| **Jones** | **Accounting** |
| **Smith** | **Engineering** |
| **Brown** | **Accounting** |
| **Green** | **Engineering** |

和部门表:

**DEPARTMENT**

**Accounting**

**HEAD**

**Jones**

**Engineering**

**Smith**

这样设计的两张表符合第二范式，在很多情况下做到这一步已经足够好了。然而，第二 范式只是许多可能的范式中的一种。

*H*

*l* 这个例子中我们使用姓(Last Name)作为主键，因为这是数据的“自然标识”。从 中实践来看，无论如何都不应该这么用。这既不能保证唯一性，而且用一个很长的字 V符串作为主键是很糟糕的主意。

4.3.1范式的优点和缺点

当为性能问题而寻求帮助时，经常会被建议对schema进行范式化设计，尤其是写密集 的场景。这通常是个好建议。因为下面这些原因，范式化通常能够带来好处：

* 范式化的更新操作通常比反范式化要快。

•当数据较好地范式化时，就只有很少或者没有重复数据，所以只需要修改更少的数据。

* 范式化的表通常更小，可以更好地放在内存里，所以执行操作会更快。

Pi35> • 很少有多余的数据意味着检索列表数据时更少需要DISTINCT或者GROUP BY语句。 还是前面的例子：在非范式化的结构中必须使用DISTINCT或者GROUP BY才能获得 一份唯一的部门列表，但是如果部门(DEPARTMENT)是一张单独的表，则只需要简 单的査询这张表就行了。

范式化设计的schema的缺点是通常需要关联。稍微复杂一些的査询语句在符合范式的 schema上都可能需要至少一次关联，也许更多。这不但代价昂贵，也可能使一些索引策 略无效。例如，范式化可能将列存放在不同的表中，而这些列如果在一个表中本可以属 于同一个索引。

4.3.2反范式的优点和缺点

反范式化的schema因为所有数据都在一张表中，可以很好地避免关联。

如果不需要关联表，则对大部分査询最差的情况一一即使表没有使用索引——是全表扫 描。当数据比内存大时这可能比关联要快得多，因为这样避免了随机I/O注％

注14：全表扫描基本上是顺序I/O,但也不是100%的，跟引擎的实现有关。——译者注 单独的表也能使用更有效的索引策略。假设有一个网站，允许用户发送消息，并且一些 用户是付费用户。现在想査看付费用户最近的10条信息。如果是范式化的结构并且索 引了发送日期字段published,这个査询也许看起来像这样：

**mysql> SELECT message^text^ user\_name**

**-> FROM message**

**-> INNER JOIN user ON message.user\_id=user.id**

**-> WHERE user.account type= \*premiumv \***

**-> ORDER BY message.published DESC LIMIT 10;**

要更有效地执行这个査询，MySQL需要扫描message表的published字段的索引。对 于每一行找到的数据，将需要到use「表里检査这个用户是不是付费用户。如果只有一小 部分用户是付费账户，那么这是效率低下的做法。

另一种可能的执行计划是从user表开始，选择所有的付费用户，获得他们所有的信息， 并且排序。但这可能更加糟糕。

主要问题是关联，使得需要在一个索引命又排序又过滤。如果采用反范式化组织数据， 将两张表的字段合并一下，并且增加一个索引(account type, published),就可以不 通过关联写出这个查询。这将非常高效：

**mysql> SELECT message\_text,user\_name**

**-> FROM user\_tnessages**

**-> WHERE account type='premium1**

**-> ORDER BY published DESC**

**-> LIMIT 10;**

4.3.3混用范式化和反范式化

范式化和反范式化的schema各有优劣，怎么选择最佳的设计？

事实是，完全的范式化和完全的反范式化schema都是实验室里才有的东西：在真实 世界中很少会这么极端地使用。在实际应用中经常需要混用，可能使用部分范式化的 schema、缓存表，以及其他技巧。

最常见的反范式化数据的方法是复制或者缓存，在不同的表中存储相同的特定列。在 MySQL 5.0和更新版本中，可以使用触发器更新缓存值，这使得实现这样的方案变得更 简单。

在我们的网站实例中，可以在user表和message表中都存储account\_type字段，而不 用完全的反范式化。这避免了完全反范式化的插入和删除问题，因为即使没有消息的时 候也绝不会丢失用户的信息。这样也不会把user\_message表搞得太大，有利于高效地 获取数据。

但是现在更新用户的账户类型的操作代价就高了，因为需要同时更新两张表。至于这会 不会是一个问题，需要考虑更新的频率以及更新的时长，并和执行SELECT査询的频率进 行比较。

另一个从父表冗余一些数据到子表的理由是排序的需要。例如，在范式化的schema里通 过作者的名字对消息做排序的代价将会非常高，但是如果在message表中缓存author, name字段并且建好索引，则可以非常高效地完成排序。

缓存衍生值也是有用的。如果需要显示每个用户发了多少消息（像很多论坛做的），可以 每次执行一个昂贵的子査询来计算并显示它；也可以在user表中建一个num messages 列，每当用户发新消息时更新这个值。

4.4缓存表和汇总表

有时提升性能最好的方法是在同一张表中保存衍生的冗余数据。然而，有时也需要创建 一张完全独立的汇总表或缓存表（特别是为满足检索的需求时）。如果能容许少量的脏 数据，这是非常好的方法，但是有时确实没有选择的余地（例如，需要避免复杂、昂贵 的实时更新操作）。

术语“缓存表”和“汇总表”没有标准的含义。我们用术语“缓存表”来表示存储那些 可以比较简单地从schema其他表获取（但是每次获取的速度比较慢）数据的表（例如, 逻辑上冗余的数据）o而术语“汇总表”时，则保存的是使用GROUP BY语句聚合数据的表（例 如，数据不是逻辑上冗余的）。也有人使用术语“累积表（Roll.Up Table）”称呼这些表。 因为这些数据被“累积” 了。

仍然以网站为例，假设需要计算之前24小时内发送的消息数。在一个很繁忙的网站不 可能维护一个实时精确的计数器。作为替代方案，可以每小时生成一张汇总表。这样也 许一条简单的査询就可以做到，并且比实时维护计数器要高效得多。缺点是计数器并不 是100%精确。

如果必须获得过去24小时准确的消息发送数量（没有遗漏），有另外一种选择。以每小 时汇总表为基础，把前23个完整的小时的统计表中的计数全部加起来，最后再加上开 始阶段和结束阶段不完整的小时内的计数。假设统计表叫作msg\_per\_hr并且这样定义:

CREATE TABLE msg\_per\_hr （

hr DATETIME NOT NULL,

ent INT UNSIGNED NOT NULL,

PRIMARY KEY（hr）

）；

可以通过把下面的三个语句的结果加起来，得到过去24小时发送消息的总数。我们使 用LEFT(N0W(),14)来获得当前的日期和时间最接近的小时：

**mysql> SELECT SUM(cnt) FROM msg\_per\_hr**

**-> WHERE hr BETWEEN ~**

**-> CONCAT(LEFT(NOW(), 14), '00:00\*) - INTERVAL 23 HOUR**

**-> AND CONCAT(LEFT(NOW(), 14), \*00:00') - INTERVAL 1 HOUR；**

**mysql> SELECT COUNT**。)**FROM message**

**-> WHERE posted >= NOW() - INTERVAL 24 HOUR**

**-> AND posted < CONCAT(LEFT(NOW(), 14), '00:00\*) - INTERVAL 23 HOUR； mysql> SELECT COUNT(\*) FROM message**

**-> WHERE posted >= CONCAT(LEFT(NOW(), 14), \*00:00\*);**

不管是哪种方法——不严格的计数或通过小范围査询填满间隙的严格计数——都比计算 message表的所有行要有效得多。这是建立汇总表的最关键原因。实时计算统计值是很 昂贵的操作，因为要么需要扫描表中的大部分数据，要么查询语句只能在某些特定的索 引上才能有效运行，而这类特定索引一般会对UPDATE操作有影响，所以一般不希望创建 这样的索引。计算最活跃的用户或者最常见的“标签”是这种操作的典型例子。

缓存表则相反，其对优化搜索和检索査询语句很有效。这些査询语句经常需要特殊的表 和索引结构，跟普通OLTP操作用的表有些区别。

例如，可能会需要很多不同的索引组合来加速各种类型的査询。这些矛盾的需求有时需 要创建一张只包含主表中部分列的缓存表。一个有用的技巧是对缓存表使用不同的存储 引擎。例如，如果主表使用InnoDB,用MylSAM作为缓存表的引擎将会得到更小的索 引占用空间，并且可以做全文搜索。有时甚至想把整个表导出MySQL,插入到专门的 搜索系统中获得更高的搜索效率，例如Lucene或者Sphinx搜索引擎。
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在使用缓存表和汇总表时，必须决定是实时维护数据还是定期重建。哪个更好依赖于应 用程序，但是定期重建并不只是节省资源，也可以保持表不会有很多碎片，以及有完全 顺序组织的索引(这会更加高效)。

当重建汇总表和缓存表时，通常需要保证数据在操作时依然可用。这就需要通过使用“影 子表”来实现，“影子表”指的是一张在真实表“背后”创建的表。当完成了建表操作后, 可以通过一个原子的重命名操作切换影子表和原表。例如，如果需要重建my\_summary, 则可以先创建my\_summary\_new,然后填充好数据，最后和真实表做切换：

**mysql> DROP TABLE IF EXISTS my\_\_summary\_new, my\_summary\_old;**

**mysql> CREATE TABLE my\_summary\_new LIKE my\_summary;**

**--populate my\_summary\_new as desired**

**mysql> RENAME TABLE my\_summary TO my\_summary\_old, my\_summary\_new TO my\_summary;**

如果像上面的例子一样，在将my summary这个名字分配给新建的表之前将原始的my\_ summary表重命名为my\_summary\_old,就可以在下一次重建之前一直保留旧版本的数据。 如果新表有问题，则可以很容易地进行快速回滚操作。

4.4.1物化视图

许多数据库管理系统(例如Oracle或者微软SQL Server)都提供了一个被称作物化视图 的功能。物化视图实际上是预先计算并且存储在磁盘上的表，可以通过各种各样的策略 刷新和更新。MySQL并不原生支持物化视图(我们将在第7章详细探讨支持这种视图 的细节)。然而，使用 Justin Swanhart 的开源工具 Flexviews *(<http://code.google.eom/p/> flexviews/)*,也可以自己实现物化视图。Flexviews比完全自己实现的解决方案要更精细, 并且提供了很多不错的功能使得可以更简单地创建和维护物化视图。它由下面这些部分 组成：

* 变更数据抓取(Change Data Capture, CDC)功能，可以读取服务器的二进制日志 并且解析相关行的变更。
* 一系列可以帮助创建和管理视图的定义的存储过程。
* 一些可以应用变更到数据库中的物化视图的工具。

□39> 对比传统的维护汇总表和缓存表的方法，Flexviews通过提取对源表的更改，可以增量地 重新计算物化视图的内容。这意味着不需要通过查询原始数据来更新视图。例如，如果 创建了一张汇总表用于计算每个分组的行数，此后增加了一行数据到源表中，Flexviews 简单地给相应的组的行数加一即可。同样的技术对其他的聚合函数也有效，例如SUM() 和AVG()0这实际上是有好处的，基于行的二进制日志包含行更新前后的镜像，所以 Flexviews不仅仅可以获得每行的新值，还可以不需要査找源表就能知道每行数据的旧版 本。计算增量数据比从源表中读取数据的效率要高得多。

因为版面的限制，这里我们不会完整地探讨怎么使用Flexviews,但是可以给出一个概略。 先写出一个SELECT语句描述想从已经存在的数据库中得到的数据。这可能包含关联和聚 合(GROUP BY)O Flexviews中有一个辅助工具可以转换SQL语句到Flexviews的API调用。 Flexviews会做完所有的脏活、累活:监控数据库的变更并且转换后用于更新存储物化视 图的表。现在应用可以简单地査询物化视图来替代査询需要检索的表。

Flexviews有不错的SQL覆盖范围，包括一些棘手的表达式，你可能没有料到一个工具 可以在MySQL服务器之外处理这些工作。这一点对创建基于复杂SQL表达式的视图很 有用，可以用基于物化视图的简单、快速的査询替换原来复杂的査询。

442计数器表

如果应用在表中保存计数器，则在更新计数器时可能碰到并发问题。计数器表在Web应 用中很常见。可以用这种表缓存一个用户的朋友数、文件下载次数等。创建一张独立的 表存储计数器通常是个好主意，这样可使计数器表小且快。使用独立的表可以帮助避免 查询缓存失效，并且可以使用本节展示的一些更高级的技巧。

应该让事情变得尽可能简单，假设有一个计数器表，只有一行数据，记录网站的点击次数：

**mysql> CREATE TABLE hit\_counter (**

**-> ent int unsigned not null**

**-> )ENGINE=InnoDB;**

网站的每次点击都会导致对计数器进行更新：

mysql> **UPDATE hit\_counter SET ent = ent + 1;**

问题在于，对于任何想要更新这一行的事务来说，这条记录上都有一个全局的互斥锁 O (mutex)o这会使得这些事务只能串行执行。要获得更高的并发更新性能，也可以将计 数器保存在多行中，每次随机选择一行进行更新。这样做需要对计数器表进行如下修改：

mysql> **CREATE TABLE hit\_counter (**

**-> slot tinyint unsigned not null primary key,**

**-> ent int unsigned not null**

**-> )ENGINE=InnoDB;**

然后预先在这张表增加100行数据。现在选择一个随机的槽(slot)进行更新：

mysql> **UPDATE hit\_counter SET ent = ent + 1 WHERE slot = RAND() \* 100;**

要获得统计结果，需要使用下面这样的聚合査询：

mysql> **SELECT SUM(cnt) FROM hit\_counter;**

一个常见的需求是每隔一段时间开始一个新的计数器(例如，每天一个)。如果需要这 么做，则可以再简单地修改一下表设计：

mysql> **CREATE TABLE daily\_hit^counter (**

**-> day date not null,**

**-> slot tinyint unsigned not null,**

**-> ent int unsigned not null,**

**-> primary key(day, slot)**

**-> )ENGINE=InnoDB;**

在这个场景中，可以不用像前面的例子那样预先生成行，而用ON DUPLICATE KEY

UPDATE 代替：

**mysql> INSERT INTO daily\_hit counterCday^ slot, ent)**

-> values(current2date, **RAND() \* 100, 1)**

**-> ON DUPLICATE KEY UPDATE ent = ent + 1;**

如果希望减少表的行数，以避免表变得太大，可以写一个周期执行的任务，合并所有结 果到0号槽，并且删除所有其他的槽：

**mysql> UPDATE daily\_hit counter as c**

**-> INNER JOIN ( ~**

**-> SELECT day, SUM(cnt) AS ent, MIN(slot) AS mslot**

**-> FROM daily\_hit\_counter**

**-> GROUP BY day -**

**-> )AS x USING(day)**

**-> SET c.cnt = IF(c.slot = x.mslotx.cnt, 0)>**

**-> c.slot = IF(c.slot = x.mslot> 0, c.slot);**

**mysql> DELETE FROM daily\_hit\_counter WHERE slot <> 0 AND ent = 0;**

[J4T>

更快地读，更慢地写

为了提升读查询的速度，经常会需要建一些额外索引，增加冗余列，甚至是创建缓 存表和汇总表。这些方法会增加写查询的负担，也需要额外的维护任务，但在设计 高性能数据库时，这些都是常见的技巧：虽然写操作变得更慢了，但更显著地提高 了读操作的性能。

然而，写操作变慢并不是读操作变得更快所付出的唯一代价，还可能同时增加了读 操作和写操作的开发难度。

4.5加快ALTER TABLE操作的速度

MySQL的ALTER TABLE操作的性能对大表来说是个大问题。MySQL执行大部分修改表 结构操作的方法是用新的结构创建一个空表，从旧表中査出所有数据插入新表，然后删 除旧表。这样操作可能需要花费很长时间，如果内存不足而表又很大，而且还有很多索 引的情况下尤其如此。许多人都有这样的经验，ALTER TABLE操作需要花费数个小时甚 至数天才能完成。

MySQL 5.1以及更新版本包含一些类型的“在线”操作的支持，这些功能不需要在整个 操作过程中锁表。最近版本的InnoDB注”也支持通过排序来建索引，这使得建索引更快 并且有一个紧凑的索引布局。

注15 ：就是所谓的uInnoDB plugin", MySQL 5.5和更新版本中唯一的InnoDB0请参考第1章中关于 InnoDB发布历史的细节。

一般而言，大部分ALTER TABLE操作将导致MySQL服务中断。我们会展示一些在DDL 操作时有用的技巧，但这是针对一些特殊的场景而言的。对常见的场景，能使用的技巧 只有两种：一种是先在一台不提供服务的机器上执行ALTER TABLE操作，然后和提供服 务的主库进行切换；另外一种技巧是“影子拷贝气影子拷贝的技巧是用要求的表结构 创建一张和源表无关的新表，然后通过重命名和删表操作交换两张表。也有一些工具 可以帮助完成影子拷贝工作：例如，Facebook数据库运维团队*(<https://launchpad.net/> mysqlatfacebook)*的 Konline schema changew 工具、Shlomi Noach 的 openark toolkit *(http:// code.openark.org/)*,以及 Percona Toolkit *(<http://www.percona.com/software/>)* o 如果使 用Flexviews (参考4.4.1节)，也可以通过其CDC工具执行无锁的表结构变更。

不是所有的ALTER TABLE操作都会引起表重建。例如，有两种方法可以改变或者删除一 个列的默认值(一种方法很快，另外一种则很慢)。假如要修改电影的默认租赁期限，从 三天改到五天。下面是很慢的方式：

**mysql> ALTER TABLE sakila.film**

**-> MODIFY COLUMN rental\_duration TINYINT(3) NOT NULL DEFAULT 5；**

SHOW STATUS显示这个语句做了 1 000次读和1 000次插入操作。换句话说，它拷贝了整 <3F| 张表到一张新表，甚至列的类型、大小和可否为NULL属性都没改变。

理论上，MySQL可以跳过创建新表的步骤。列的默认值实际上存在表的文件中， 所以可以直接修改这个文件而不需要改动表本身。然而MySQL还没有采用这种优化的 方法，所有的MODIFY COLUMN操作都将导致表重建。

另外一种方法是通过ALTER COLUMN注16操作来改变列的默认值：

**mysql> ALTER TABLE sakila.film -> ALTER COLUMN rentaljuration SET DEFAULT 5；**

这个语句会直接修改.如文件而不涉及表数据。所以，这个操作是非常快的。

4.5.1只修改.frm文件

从上面的例子我们看到修改表的*.frm*文件是很快的，但MySQL有时候会在没有必要的 时候也重建表。如果愿意冒一些风险，可以让MySQL做一些其他类型的修改而不用重 建表。

注 16 ： ALTER TABLE 允许使用 ALTER COLUMN、MODIFY COLUMN 和 CHANGE COLUMN 语句修改列。这三种操 作都是不一样的。

我们下面要演示的技巧是不受官方支持的，也没有文档记录，并且也可能不能正常 工作，釆用这些技术需要自己承担风险。建议在执行之前首先备份数据！

下面这些操作是有可能不需要重建表的：

* 移除（不是增加）一个列的AUTO\_INCREMENT属性。
* 增加、移除，或更改ENUM和SET常量。如果移除的是已经有行数据用到其值的常量， 查询将会返回一个空字串值。

基本的技术是为想要的表结构创建一个新的*，frm*文件，然后用它替换掉已经存在的那张 表的.yhn文件，像下面这样：

1. 创建一张有相同结构的空表，并进行所需要的修改（例如增加ENUM常量）。
2. 执行FLUSH TABLES WITH READ L0CKo这将会关闭所有正在使用的表，并且禁止任 何表被打开。

3 .交换*,frm*文件.

4.执行UNLOCK TABLES来释放第2步的读锁。

下面以给sakila.film表的rating列增加一个常量为例来说明。当前列看起来如下：

|J43> mysql> **SHOW COLUMNS FROM sakila.film LIKE 'rating\*;**

+ + + + + + +

| Field | Type | Null | Key | Default | Extra |

+ + + + + + +

| rating | enumCG','PG'/PG-IB','R','NC-17'） | YES | | G | |

+ + + + + + +

假设我们需要为那些对电影更加谨慎的父母们增加一个PG-14的电影分级：

mysql> **CREATE TABLE sakila.film\_new LIKE sakila.film;**

mysql> **ALTER TABLE sakila.film\_new**

**-> MODIFY COLUMN rating ENUMCC\*,'PG1,'PG-13','R','NC-17', 1PG-14\*）**

**-> DEFAULT 'G'；**

mysql> **FLUSH TABLES WITH READ LOCK;**

注意，我们是在常量列表的末尾增加一个新的值。如果把新增的值放在中间，例如 PG-13之后，则会导致已经存在的数据的含义被改变：已经存在的R值将变成PG-14, 而已经存在的NC-17将成为R,等等。

接下来用操作系统的命令交换*.frm*文件：

/var/lib/mysql/sakila# **mv film.frm film\_tmp.frm**

/var/lib/mysql/sakila# **mv film\_new.frm film.frm**

/var/lib/mysql/sakila# **mv film\_tmp.frm film\_new.frm**

再回到MySQL命令行，现在可以解锁表并且看到变更后的效果了 ：

**mysql> UNLOCK TABLES;**

**mysql> SHOW COLUMNS FROM sakila.film LIKE 1 rating'\G**

**Field: rating**

Type: enumCG',1 PG','PG-lS'/R'/NC-l?','PG-14')

最后需要做的是删除为完成这个操作而创建的辅助表：

**mysql> DROP TABLE sakila.film\_new;**

4.5.2快速创建MylSAM索引

为了高效地载入数据到MylSAM表中，有一个常用的技巧是先禁用索引、载入数据，然 后重新启用索引：

**mysql> ALTER TABLE test.load\_data DISABLE KEYS;**

--load the data

**mysql> ALTER TABLE test.load\_data ENABLE KEYS;**

这个技巧能够发挥作用，是因为构建索引的工作被延迟到数据完全载入以后，这个时候 已经可以通过排序来构建索引了。这样做会快很多，并且使得索引树注”的碎片更少、更 紧凑。

不幸的是，这个办法对唯一索引无效，因为DISABLE KEYS只对非唯一索引有效。 MylSAM会在内存中构造唯一索引，并且为载入的每一行检査唯一性。一旦索引的大小<33 超过了有效内存大小，载入操作就会变得越来越慢。

在现代版本的InnoDB版本中，有一个类似的技巧，这依赖于InnoDB的快速在线索引 创建功能。这个技巧是，先删除所有的非唯一索引，然后增加新的列，最后重新创建删 除掉的索引。Percona Server可以自动完成这些操作步骤。

也可以使用像前面说的ALTER TABLE的骇客方法来加速这个操作，但需要多做一些工作 并且承担一定的风险。这对从备份中载入数据是很有用的，例如，当已经知道所有数据 都是有效的并且没有必要做唯一性检查时就可以这么来操作。

― 再次说明，这是没有文档说明并且不受官方支持的技巧。若使用的话，需要自己承 担风险，并且操作之前一定要先备份数据。

下面是操作步骤：

1. 用需要的表结构创建一张表，但是不包括索引。

注17 :如果使用的是LOAD DATA FILE,并且要载入的表是空的，MylSAM也可以通过排序来构造索引。

1. 载入数据到表中以构建.M阳 文件。
2. 按照需要的结构创建另外一张空表，这次要包含索引。这会创建需要的斤％和.心以 文件。
3. 获取读锁并刷新表。
4. 重命名第二张表的为“和文件，让MySQL认为是第一张表的文件。
5. 释放读锁。
6. 使用REPAIR TABLE来重建表的索引。该操作会通过排序来构建所有索引，包括唯一 索引。

这个操作步骤对大表来说会快很多。

4.6总结

|J45>

良好的schema设计原则是普遍适用的，但MySQL有它自己的实现细节要注意。概括来 说，尽可能保持任何东西小而简单总是好的。MySQL喜欢简单，需要使用数据库的人 应该也同样会喜欢简单的原则：

* 尽量避免过度设计，例如会导致极其复杂査询的schema设计，或者有很多列的表设 计（很多的意思是介于有点多和非常多之间）。
* 使用小而简单的合适数据类型，除非真实数据模型中有确切的需要，否则应该尽可 能地避免使用NULL值。
* 尽量使用相同的数据类型存储相似或相关的值，尤其是要在关联条件中使用的列。
* 注意可变长字符串，其在临时表和排序时可能导致悲观的按最大长度分配内存。
* 尽量使用整型定义标识列。
* 避免使用MySQL已经遗弃的特性，例如指定浮点数的精度，或者整数的显示宽度。
* 小心使用ENUM和SET。虽然它们用起来很方便，但是不要滥用，否则有时候会变成 陷阱。最好避免使用BITO

范式是好的，但是反范式（大多数情况下意味着重复数据）有时也是必需的，并且能带 来好处。第5章我们将看到更多的例子。预先计算、缓存或生成汇总表也可能获得很大 的好处。Justin Swanhart的Flexviews工具可以帮助维护汇总表。

最后，ALTER TABLE是让人痛苦的操作，因为在大部分情况下，它都会锁表并且重建整 张表。我们展示了一些特殊的场景可以使用骇客方法;但是对大部分场景，必须使用其 他更常规的方法，例如在备机执行ALTER并在完成后把它切换为主库。本书后续章节会 有更多关于这方面的内容。

索引（在MySQL中也叫做“键（key）”）是存储引擎用于快速找到记录的一种数据结构。 这是索引的基本功能，除此之外，本章还将讨论索引其他一些方面有用的属性。

索引对于良好的性能非常关键。尤其是当表中的数据量越来越大时，索引对性能的影响 愈发重要。在数据量较小且负载较低时，不恰当的索引对性能的影响可能还不明显，但 当数据量逐渐增大时，性能则会急剧下降注七

不过，索引却经常被忽略，有时候甚至被误解，所以在实际案例中经常会遇到由糟糕索 引导致的问题。这也是我们把索引优化放在了靠前的章节，甚至比査询优化还靠前的原 因。

索引优化应该是对査询性能优化最有效的手段了。索引能够轻易将查询性能提高几个数 量级，“最优”的索引有时比一个“好的”索引性能要好两个数量级。创建一个真正“最 优”的索引经常需要重写査询，所以，本章和下一章的关系非常紧密。

5.1索引基础

要理解MySQL中索引是如何工作的，最简单的方法就是去看看一本书的“索引”部分: 如果想在一本书中找到某个特定主题，一般会先看书的“索引”，找到对应的页码。

在MySQL中，存储引擎用类似的方法使用索引，其先在索引中找到对应值，然后根据 匹配的索引记录找到对应的数据行。假如要运行下面的査询：

注1 ： 除非特别说明，本章假设使用的都是传统的硬盘驱动器。固态硬盘驱动器有着完全不同的性能特性， 本书将对此进行详细的描述。然而即使是回态硬盘，索引的原则依然成立，只是那些需要尽量避 免的糟糕索引对于固态硬盘的影响没有传统硬盘那么糟糕。

**mysql> SELECT -first^ame FROM sakila.actor WHERE actor\_id = 5；**

|J48> 如果在actor\_id列上建有索引，则MySQL将使用该索引找到actor\_id为5的行，也 就是说，MySQL先在索引上按值进行査找，然后返回所有包含该值的数据行。

索引可以包含一个或多个列的值。如果索引包含多个列，那么列的顺序也十分重要，因 为MySQL只能高效地使用索引的最左前缀列。创建一个包含两个列的索引，和创建两 个只包含一列的索引是大不相同的，下面将详细介绍。

如果使用的是ORM,是否还需要关心索引？

简而言之：是的，仍然需要理解索引，即使是使用对象关系映射(ORM)工具。

ORM工具能够生产符合逻辑的、合法的查询(多数时候)，除非只是生成非常基本 的查询(例如仅是根据主键查询)，否则它很难生成适合索引的查询。无论是多么 复杂的0 RM工具，在精妙和复杂的索引面前都是“浮云”。读完本章后面的内容 以后，你就会同意这个观点的！很多时候，即使是查询优化技术专家也很难兼顾到 各种情况，更别说ORM 了。

5.1.1索引的类型

索引有很多种类型，可以为不同的场景提供更好的性能。在MySQL中，索引是在存储 引擎层而不是服务器层实现的。所以，并没有统一的索引标准：不同存储引擎的索引的 工作方式并不一样，也不是所有的存储引擎都支持所有类型的索引。即使多个存储引擎 支持同一种类型的索引，其底层的实现也可能不同。

下面我们先来看看MySQL支持的索引类型，以及它们的优点和缺点。

B-Tree索引

当人们谈论索引的时候，如果没有特别指明类型，那多半说的是B-Tree索引，它使用 B-Tree数据结构来存储数据注大多数MySQL引擎都支持这种索引。Archive引擎是 一个例外：5.1之前Archive不支持任何索弓I,直到5.1才开始支持单个自增列(AUT0\_ INCREMENT)的索引。

我们使用术语“B・Tree”,是因为MySQL在CREATE TABLE和其他语句中也使用该关键字。

注2： 实际上很多存储引擎使用的是B+Tree,即每一个叶子节点都包含指向下一个叶子节点的指针，从 而方便叶子节点的范围遍历。对于B-Tree更详细的细节可以参考相关计算机科学方面的书籍。不过，底层的存储引擎也可能使用不同的存储结构，例如，NDB集群存储引擎内部实际 上使用了 T-Tree结构存储这种索引，即使其名字是BTREE ； InnoDB则使用的是B+Tree, <OT 各种数据结构和算法的变种不在本书的讨论范围之内。

存储引擎以不同的方式使用B-Tree索引，性能也各有不同，各有优劣。例如，MylSAM 使用前缀压缩技术使得索引更小，但InnoDB则按照原数据格式进行存储。再如 MylSAM索引通过数据的物理位置引用被索引的行，而InnoDB则根据主键引用被索引 的行。

B-Tree通常意味着所有的值都是按顺序存储的，并且每一个叶子页到根的距离相同。图 5.1展示了 B-Tree索引的抽象表示，大致反映了 InnoDB索引是如何工作的。MylSAM 使用的结构有所不同，但基本思想是类似的。
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叶子页：值**<key1**

指向数据的指针 （依赖于不同存储引擎）

来自高层 节点页的指针

口页中的值

口指向子页的指针 圈指向下一个叶子页的指针

——逻辑页，大小一 依赖于不同的存储引擎,

对于**InnoDB**为**16K**

指向下一个  
叶子页的链接

**key1 <=**值 < **key2**

值 **>=keyN**

图**5・1：**建立在**B・Tree**结构（从技术上来说是**B+Tree）**上的索引

B-Tree索引能够加快访问数据的速度，因为存储引擎不再需要进行全表扫描来获取需要 的数据，取而代之的是从索引的根节点（图示并未画出）开始进行搜索。根节点的槽中 存放了指向子节点的指针，存储引擎根据这些指针向下层査找。通过比较节点页的值和 要査找的值可以找到合适的指针进入下层子节点，这些指针实际上定义了子节点页中值 的上限和下限。最终存储引擎要么是找到对应的值，要么该记录不存在。

□!＞叶子节点比较特别，它们的指针指向的是被索引的数据，而不是其他的节点页（不同引 擎的“指针”类型不同）。图5.1中仅绘制了一个节点和其对应的叶子节点，其实在根节 点和叶子节点之间可能有很多层节点页。树的深度和表的大小直接相关。

B-Tree对索引列是顺序组织存储的，所以很适合査找范围数据。例如，在一个基于文本 域的索引树上，按字母顺序传递连续的值进行査找是非常合适的，所以像“找出所有以 I到K开头的名字”这样的査找效率会非常高。

假设有如下数据表：

CREATE TABLE People ( last\_name varchar(50) first\_name varchar(50) dob date

not null, not null, not null,

*）；*

gender enum('m', 'f')not null, key(last\_name, first^name, dob)

对于表中的每一行数据，索引中包含了 last name, first name和dob列的值，图5.2显 示了该索引是如何组织数据的存储的。
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图**5・2： B-Tree** （从技术上来说是**B+Tree）**索引树中的部分条目示例

请注意，索引对多个值进行排序的依据是CREATE TABLE语句中定义索引时列的顺序。看 *<^L\* 一下最后两个条目，两个人的姓和名都一样，则根据他们的出生日期来排列顺序。

可以使用B-Tree索引的查询类型。B-Tree索引适用于全键值、键值范围或键前缀査找。

其中键前缀查找只适用于根据最左前缀的査找注3。前面所述的索引对如下类型的査询有 效。

全值匹配

全值匹配指的是和索引中的所有列进行匹配，例如前面提到的索引可用于查找姓名 为 Cuba Allen、出生于 1960-01-01 的人。

匹配最左前缀

前面提到的索引可用于査找所有姓为Allen的人，即只使用索引的第一列。

匹配列前缀

也可以只匹配某一列的值的开头部分。例如前面提到的索引可用于査找所有以J开 头的姓的人。这里也只使用了索引的第一列。

匹配范围值

例如前面提到的索引可用于査找姓在Allen和Barrymore之间的人。这里也只使用 了索引的第一列。

精确匹配某一列并范围匹配另外一列

前面提到的索引也可用于査找所有姓为Allen,并且名字是字母K开头（比如Kim、

Karl等）的人。即第一\*列last name全匹配，第二列first\_name范围匹配。

只访问索引的查询

B-Tree通常可以支持“只访问索引的查询”，即査询只需要访问索引，而无须访问 数据行。后面我们将单独讨论这种“覆盖索引”的优化。

因为索引树中的节点是有序的，所以除了按值査找之外，索引还可以用于査询中的 ORDER BY操作（按顺序査找）。一般来说，如果B-Tree可以按照某种方式査找到值，那 么也可以按照这种方式用于排序。所以，如果ORDER BY子句满足前面列出的几种查询类 型，则这个索引也可以满足对应的排序需求。

下面是一些关于B-Tree索引的限制：

• 如果不是按照索引的最左列开始査找，则无法使用索引。例如上面例子中的索引无<J52j 法用于査找名字为Bill的人，也无法查找某个特定生日的人，因为这两列都不是最 左数据列。类似地，也无法査找姓氏以某个字母结尾的人。

注3： 这是MySQL相关的特性，甚至和具体的版本也相关。其他有些数据库也可以使用索引的非前缀部 分，虽然使用完全的前缀的效率会更好。MySQL未来也可能会提供这个特性；本章后面也会介绍 一些绕过限制的方法。

* 不能跳过索引中的列。也就是说，前面所述的索引无法用于査找姓为Smith并且在 某个特定日期出生的人。如果不指定名(fi「st\_name),则MySQL只能使用索引的 第一列。
* 如果查询中有某个列的范围査询，则其右边所有列都无法使用索引优化査找。例如 有査询WHERE last\_name=\*Smith\* AND first\_name LIKE 'J%' AND dob = \*1976- 12-23这个査询只能使用索引的前两列，因为这里LIKE是一个范围条件(但是服 务器可以把其余列用于其他目的)。如果范围査询列值的数量有限，那么可以通过使 用多个等于条件来代替范围条件。在本章的索引案例学习部分，我们将演示一个详 细的案例。

到这里读者应该可以明白，前面提到的索引列的顺序是多么的重要：这些限制都和索引 列的顺序有关。在优化性能的时候，可能需要使用相同的列但顺序不同的索引来满足不 同类型的査询需求。

也有些限制并不是B-Tree本身导致的，而是MySQL优化器和存储引擎使用索引的方式 导致的，这部分限制在未来的版本中可能就不再是限制了。

哈希索引

哈希索引(hash index)基于哈希表实现，只有精确匹配索引所有列的査询才有效注L对 于每一行数据，存储引擎都会对所有的索引列计算一个哈希码(hash code),哈希码是 一个较小的值，并且不同键值的行计算出来的哈希码也不一样。哈希索引将所有的哈希 码存储在索引中，同时在哈希表中保存指向每个数据行的指针。

在MySQL中，只有Memory引擎显式支持哈希索引。这也是Memory引擎表的默认索 引类型，Memory引擎同时也支持B-Tree索弓I。值得一提的是，Memory引擎是支持非 唯一哈希索引的，这在数据库世界里面是比较与众不同的。如果多个列的哈希值相同， 索引会以链表的方式存放多个记录指针到同一个哈希条目中。

下面来看一个例子。假设有如下表：

CREATE TABLE testhash (

fname VARCHAR(5O) NOT NULL,

Iname VARCHAR(5O)NOT NULL,

I 153〉 KEY USING HASH(fname)

)ENGINE=MEMORY;

注4： 关于哈希表请参考相关计算机科学方面的书籍。

表中包含如下数据：

mysql> **SELECT \* FROM testhash;**

+ -+ +

| fname | Iname |

+ + +

| Arjen | Lentz |

I Baron | Schwartz |

I Peter | Zaitsev |

I Vadim | Tkachenko |

+ + +

假设索引使用假想的哈希函数f(),它返回下面的值(都是示例数据，非真实数据)：

f(\*Arjen')= 2323

f('Baron')= 7437

f('Peter')= 8784

f('Vadim1)= 2458

则哈希索引的数据结构如下：

槽(Slot) 值(Value)

2323 指向第1行的指针

2458 指向第4行的指针

7437 指向第2行的指针

8784 指向第3行的指针

注意每个槽的编号是顺序的，但是数据行不是。现在，来看如下査询：

**mysql> SELECT Iname FROM testhash WHERE fname='Peter';**

MySQL先计算'Peter'的哈希值，并使用该值寻找对应的记录指针。因为"PeteL)= 8784,所以MySQL在索引中査找8784,可以找到指向第3行的指针，最后一步是比较 第三行的值是否为'Peter1,以确保就是要查找的行。

因为索引自身只需存储对应的哈希值，所以索引的结构十分紧凑，这也让哈希索引査找 的速度非常快。然而，哈希索引也有它的限制：

* 哈希索引只包含哈希值和行指针,而不存储字段值，所以不能使用索引中的值来避 免读取行。不过，访问内存中的行的速度很快，所以大部分情况下这一点对性能的 影响并不明显。
* 哈希索引数据并不是按照索引值顺序存储的，所以也就无法用于排序。

OKI

* 哈希索引也不支持部分索引列匹配查找，因为哈希索引始终是使用索引列的全部内 容来计算哈希值的。例如，在数据列(A,B)上建立哈希索引，如果査询只有数据列A, 则无法使用该索引。

•哈希索引只支持等值比较査询，包括=、IN（）、<=> （注意v>和v=>是不同的操作）。 也不支持任何范围査询，例如WHERE price > 100o

* 访问哈希索引的数据非常快，除非有很多哈希冲突（不同的索引列值却有相同的哈 希值）。当出现哈希冲突的时候，存储引擎必须遍历链表中所有的行指针，逐行进行 比较，直到找到所有符合条件的行。
* 如果哈希冲突很多的话，一些索引维护操作的代价也会很高。例如，如果在某个选 择性很低（哈希冲突很多）的列上建立哈希索引，那么当从表中删除一行时，存储 引擎需要遍历对应哈希值的链表中的每一行，找到并删除对应行的引用，冲突越多， 代价越大。

因为这些限制，哈希索引只适用于某些特定的场合。而一旦适合哈希索引，则它带来的 性能提升将非常显著。举个例子，在数据仓库应用中有一种经典的“星型M schema,需 要关联很多査找表，哈希索引就非常适合查找表的需求。

除了 Memory引擎外，NDB集群引擎也支持唯一哈希索引，且在NDB集群引擎中作用 非常特殊，但这不属于本书的范围。

InnoDB引擎有一个特殊的功能叫做“自适应哈希索引（adaptive hash index）Mo当 InnoDB注意到某些索引值被使用得非常频繁时，它会在内存中基于B-Tree索引之上再 创建一个哈希索引，这样就让B-Tree索引也具有哈希索引的一些优点，比如快速的哈希 査找。这是一个完全自动的、内部的行为，用户无法控制或者配置，不过如果有必要， 完全可以关闭该功能。

创建自定义哈希索引。如果存储引擎不支持哈希索引，则可以模拟像InnoDB 一样创建 哈希索引，这可以享受一些哈希索引的便利，例如只需要很小的索引就可以为超长的键 创建索引。

思路很简单：在B-Tree基础上创建一个伪哈希索引。这和真正的哈希索引不是一回事， 因为还是使用B-Tree进行査找，但是它使用哈希值而不是键本身进行索引査找。你需要 做的就是在査询的WHERE子句中手动指定使用哈希函数。

国〉下面是一个实例，例如需要存储大量的URL,并需要根据URL进行搜索査找。如果使 用B-Tree来存储URL,存储的内容就会很大，因为URL本身都很长。正常情况下会有 如下査询：

**mysql> SELECT id FROM url WHERE url="<http://www.mysql.com>";**

若删除原来URL列上的索引，而新增一个被索引的url\_crc列，使用CRC32做哈希，就 可以使用下面的方式查询：

mysql> **SELECT id FROM url WHERE url="<http://www.mysql.com>" -> AND url\_crc=CRC32("<http://www.mysql.com>");**

这样做的性能会非常高，因为MySQL优化器会使用这个选择性很高而体积很小的基于 url\_crc列的索引来完成査找(在上面的案例中，索引值为1560514994)o即使有多个 记录有相同的索引值，査找仍然很快，只需要根据哈希值做快速的整数比较就能找到索 引条目，然后一一比较返回对应的行。另外一种方式就是对完整的URL字符串做索引， 那样会非常慢。

这样实现的缺陷是需要维护哈希值。可以手动维护，也可以使用触发器实现。下面的案 例演示了触发器如何在插入和更新时维护url\_crc列。首先创建如下表：

CREATE TABLE pseudohash (

id int unsigned NOT NULL auto\_increment,

url varchar(255) NOT NULL,

url\_crc int unsigned NOT NULL DEFAULT 0,

PRIMARY KEY(id)

)；

然后创建触发器。先临时修改一下语句分隔符，这样就可以在触发器定义中使用分号：

DELIMITER //

CREATE TRIGGER pseudohash\_crc\_ins BEFORE INSERT ON pseudohash FOR EACH ROW BEGIN SET NEW.url\_crc=crc32(NEW.url);

END; -

//

CREATE TRIGGER pseudohash\_crc\_upd BEFORE UPDATE ON pseudohash FOR EACH ROW BEGIN

SET NEW.url\_crc=crc32(NEw7url);

END; ~

//

DELIMITER ;

剩下的工作就是验证一下触发器如何维护哈希索引： <156~|

mysql> **INSERT INTO pseudohash (url) VALUES ('http://www.mysql.com');**

mysql> **SELECT \* FROM pseudohash;**

+ + + +

I id I url I url\_crc |

+ + + +

| 1 | <http://www.mysql.com> | 1560514994 |

+ + + +

**mysql> UPDATE pseudohash SET url='<http://www.mysql.com/'> WHERE id=l; mysql> SELECT \* FROM pseudohash;**

+-—+ + +

I id I url I url\_crc |

+ + + +

| 1 | <http://www.mysql.com/> | 1558250469 |

+ + + + 如果采用这种方式，记住不要使用SHA10和MD5()作为哈希函数。因为这两个函数计算 出来的哈希值是非常长的字符串，会浪费大量空间，比较时也会更慢。SHA10和MD5() 是强加密函数，设计目标是最大限度消除冲突，但这里并不需要这样高的要求。简单哈 希函数的冲突在一个可以接受的范围，同时又能够提供更好的性能。

如果数据表非常大，CRC32O会出现大量的哈希冲突，则可以考虑自己实现一个简单的 64位哈希函数。这个自定义函数要返回整数，而不是字符串。一个简单的办法可以使用 MD5O函数返回值的一部分来作为自定义哈希函数。这可能比自己写一个哈希算法的性 能要差(参考第7章)，不过这样实现最简单：

**mysql> SELECT C0NV(RIGHT(MD5('<http://www.mysql.com/'>), 16), 16, 10) AS HASH64；**

+ +

I HASH64 I

+ +

I 9761173720318281581 |

+ +

处理哈希冲突。当使用哈希索引进行査询的时候，必须在WHERE子句中包含常量值：

**-mysql> SELECT id FROM url WHERE url\_crc=CRC32("<http://www.mysql.com>")**

**-> AND url="<http://www.mysql.conT>;**

一旦出现哈希冲突，另一个字符串的哈希值也恰好是1560514994,则下面的查询是无法 正确工作的。

**mysql> SELECT id FROM url WHERE url\_crc=CRC32("<http://www.mysql.com>");**

因为所谓的“生日悖论”注七出现哈希冲突的概率的增长速度可能比想象的要快得多。 CRC32O返回的是32位的整数，当索引有93 000条记录时出现冲突的概率是1%。例如 我们将*/usr/share/dict/words*中的词导入数据表并进行CRC32 ()计算，最后会有98 569行。 这就已经出现一次哈希冲突了，冲突让下面的査询返回了多条记录：

**Pl57~> mysql> SELECT word, crc FROM words WHERE crc = CRC32('gnu');**

+ + +

I word I crc |

+ + +

I codding | 1774765869 |

I gnu I 1774765869 |

+ +-- +

注 5： 参考 *[http://en.wikipedia.org/wiki/Birthdayjproblem。](http://en.wikipedia.org/wiki/Birthdayjproblem%e3%80%82)* 译者注

正确的写法应该如下：

**mysql> SELECT word, crc FROM words WHERE crc = CRC32('gnu\*)AND word = 'gnu';**

**+ + +**

I word I crc |

+ + +

I **gnu** I **1774765869 |**

+ + +

要避免冲突问题，必须在WHERE条件中带入哈希值和对应列值。如果不是想査询具体 值，例如只是统计记录数(不精确的)，则可以不带入列值，直接使用CRC32O的哈希值 査询即可。还可以使用如FNV64O函数作为哈希函数，这是移植自Percona Server的函 数，可以以插件的方式在任何MySQL版本中使用，哈希值为64位，速度快，且冲突比 CRC32O要少很多。

空间数据索引(R-Tree)

MylSAM表支持空间索引，可以用作地理数据存储。和B-Tree索引不同，这类索引无 须前缀查询。空间索引会从所有维度来索引数据。查询时，可以有效地使用任意维度来 组合查询。必须使用MySQL的GIS相关函数如MBRCONTAINS()等来维护数据。MySQL 的GIS支持并不完善，所以大部分人都不会使用这个特性。开源关系数据库系统中对 GIS的解决方案做得比较好的是PostgreSQL的PostGIS0

全文索引

全文索引是一种特殊类型的索引，它查找的是文本中的关键词，而不是直接比较索引中 的值。全文搜索和其他几类索引的匹配方式完全不一样。它有许多需要注意的细节，如 停用词、词干和复数、布尔搜索等。全文索引更类似于搜索引擎做的事情，而不是简单 的WHERE条件匹配。

在相同的列上同时创建全文索引和基于值的B-Tree索引不会有冲突，全文索引适用于 MATCH AGAINST操作，而不是普通的WHERE条件操作。

我们将在第7章讨论更多的全文索引的细节。

其他索引类别

<J58~|

还有很多第三方的存储引擎使用不同类型的数据结构来存储索引。例如TokuDB使用分 形树索引(fractal tree index),这是一类较新开发的数据结构，既有B-Tree的很多优点， 也避免了 B.Tree的一些缺点。如果通读完本章，可以看到很多关于InnoDB的主题，包 括聚簇索引、覆盖索引等。多数情况下，针对InnoDB的讨论也都适用于TokuDB。

ScaleDB Patricia tries （这个词不是拼写错误），其他一些存储引擎技术如InfiniDB 和Infobright则使用了一些特殊的数据结构来优化某些特殊的査询。

5.2索引的优点

索引可以让服务器快速地定位到表的指定位置。但是这并不是索引的唯一作用，到目前 为止可以看到，根据创建索引的数据结构不同，索引也有一些其他的附加作用。

最常见的B-Tree索引，按照顺序存储数据，所以MySQL可以用来做ORDER BY和GROUP BY操作。因为数据是有序的，所以B-Tree也就会将相关的列值都存储在一起。最后， 因为索引中存储了实际的列值，所以某些査询只使用索引就能够完成全部査询。据此特 性，总结下来索引有如下三个优点：

1. 索引大大减少了服务器需要扫描的数据量。
2. 索引可以帮助服务器避免排序和临时表。
3. 索引可以将随机I/O变为顺序I/O。

“索引”这个主题完全值得单独写一本书，如果想深入理解这部分内容，强烈建议阅 读由 Tapio Lahdenmaki 和 Mike Leach 编写的 *Relational Database Index Design and the Optimizers* （Wiley出版社）一书，该书详细介绍了如何计算索引的成本和作用、如何评 估査询速度、如何分析索引维护的代价和其带来的好处等。

Lahdenmaki和Leach在书中介绍了如何评价一个索引是否适合某个査询的“三星系统” （three-star system）:索引将相关的记录放到一起则获得一星；如果索引中的数据顺序和 査找中的排列顺序一致则获得二星；如果索引中的列包含了査询中需要的全部列则获得 “三星” O后面我们将会介绍这些原则。

ri59>

索引是最好的解决方案吗？

索引并不总是最好的工具。总的来说，只有当索引帮助存储引擎快速查找到记录带 来的好处大于其带来的额外工作时，索引才是有效的。对于非常小的表，大部分情 况下简单的全表扫描更高效。对于中到大型的表，索引就非常有效。但对于特大型 的表，建立和使用索引的代价将随之增长。这种情况下，则需要一种技术可以直接 区分出查询需要的一组数据，而不是一条记录一条记录地匹配。例如可以使用分区 技术，请参考第7章。

如果表的数量特别多，可以建立一个元数据信息表，用来查询需要用到的某些特性。 例如执行那些需要聚合多个应用分布在多个表的数据的查询，则需要记录“哪个用 户的信息存储在哪个表中”的元数据，这样在查询时就可以直接忽略那些不包含指 定用户信息的表。对于大型系统，这是一个常用的技巧。事实上，Infobright就是 使用类似的实现。对于TB级别的数据，定位单条记录的意义不大，所以经常会使 用块级别元数据技术来替代索引。

5.3高性能的索引策略

正确地创建和使用索引是实现高性能査询的基础。前面已经介绍了各种类型的索引及其 对应的优缺点。现在我们一起来看看如何真正地发挥这些索引的优势。

高效地选择和使用索引有很多种方式，其中有些是针对特殊案例的优化方法，有些则是 针对特定行为的优化。使用哪个索引，以及如何评估选择不同索引的性能影响的技巧， 则需要持续不断地学习。接下来的几个小节将帮助读者理解如何高效地使用索引。

5.3.1独立的列

我们通常会看到一些査询不当地使用索引，或者使得MySQL无法使用已有的索引。如 果査询中的列不是独立的，则MySQL就不会使用索引。“独立的列”是指索引列不能是 表达式的一部分，也不能是函数的参数。

例如，下面这个查询无法使用actor\_id列的索引：

mysql> **SELECT actor\_id FROM sakila.actor WHERE actor\_id +1=5；**

凭肉眼很容易看出WHERE中的表达式其实等价于actor\_id = 4,但是MySQL无法自动 解析这个方程式。这完全是用户行为。我们应该养成简化WHERE条件的习惯，始终将索 引列单独放在比较符号的一侧。

下面是另一个常见的错误：

<1601

mysql> **SELECT ... WHERE TO\_DAYS(CURRENT\_DATE) - TO\_DAYS(date\_col) <= 10;**

5.3.2前缀索引和索引选择性

有时候需要索引很长的字符列，这会让索引变得大且慢。一个策略是前面提到过的模拟 哈希索引。但有时候这样做还不够，还可以做些什么呢？通常可以索引开始的部分字符，这样可以大大节约索引空间，从而提高索引效率。但 这样也会降低索引的选择性。索引的选择性是指，不重复的索引值(也称为基数， cardinality)和数据表的记录总数(#T)的比值，范围从*1/#T*到1之间。索引的选择性 越高则査询效率越高，因为选择性高的索引可以让MySQL在査找时过滤掉更多的行。 唯一索引的选择性是1,这是最好的索引选择性，性能也是最好的。

一般情况下某个列前缀的选择性也是足够高的，足以满足査询性能。对于BLOB、TEXT或 者很长的VARCHAR类型的列，必须使用前缀索引，因为MySQL不允许索引这些列的完 整长度。

诀窍在于要选择足够长的前缀以保证较高的选择性，同时又不能太长(以便节约空间)。 前缀应该足够长，以使得前缀索引的选择性接近于索引整个列。换句话说，前缀的“基 数”应该接近于完整列的“基数”。

为了决定前缀的合适长度，需要找到最常见的值的列表，然后和最常见的前缀列表进行 比较。在示例数据库Sakila中并没有合适的例子，所以我们从表city中生成一个示例表， 这样就有足够的数据进行演示：

CREATE TABLE sakila.city\_demo(city VARCHAR(5O) NOT NULL);

INSERT INTO sakila.city\_demo(city) SELECT\*city FROM sakila.city;

--Repeat the next statement five times:

INSERT INTO sakila.city\_demo(city) SELECT city FROM sakila.city\_demo;

--Now randomize the distribution (inefficiently but conveniently):

UPDATE sakila.city\_demo

SET city = (SELECT city FROM sakila.city ORDER BY RAND() LIMIT 1);

现在我们有了示例数据集。数据分布当然不是真实的分布；因为我们使用了 RANDO,所 以你的结果会与此不同，但对这个练习来说这并不重要。首先，我们找到最常见的城 市列表：

mysql> **SELECT COUNT(\*) AS ent, city**

**-> FROM sakila.city\_demo GROUP BY city ORDER BY ent DESC LIMIT 10;**

+ + +

+ + +

|  |  |  |
| --- | --- | --- |
|  | | ent | I city | |
|  |  |  |
|  | I 65 | | London | |
|  | I 49 | | Hiroshima | |
|  | | 48 | | Teboksary | |
|  | | 48 | I Pak Kret | |
| (J6T> | I 48 | | Yaound | |
|  | I 47 | | Tel Aviv-Jaffa | |

I 47 I Shimoga

I 45 I Cabuyao

I 45 I Callao

I 45 I Bislig

注意到，上面每个值都出现了 45〜65次。现在查找到最频繁出现的城市前缀，先从3 个前缀字母开始：

mysql> **SELECT COUNT(\*) AS ent, LEFT(city, 3) AS pref**

**-> FROM sakila.city.demo GROUP BY pref ORDER BY ent DESC LIMIT 10;**

+ + +

I ent I pref | + + +

I 483 I San 丨

I 195 I Cha I

I 177 I Tan |

I 167 I Sou I

I 163 I al- I

I 163 I Sal I

I 146 I Shi I

I 136 I Hal I

I 130 I Vai I

I 129 I Bat I

+ + +

每个前缀都比原来的城市出现的次数更多，因此唯一前缀比唯一城市要少得多。然后我 们增加前缀长度，直到这个前缀的选择性接近完整列的选择性。经过实验后发现前缀长 度为7时比较合适：

mysql> **SELECT COUNT**。)**AS ent, LEFT(city, 7)AS pref**

**-> FROM sakila.cityjemo GROUP BY pref ORDER BY ent DESC LIMIT 10;**

+ + +

I ent I pref |

I 70 I Santiag |

I 68 I San Fel |

I 65 I London |

I 61 I Valle d |

I 49 I Hiroshi j

I 48 I Teboksa |

I 48 I Pak Kre |

I 48 j Yaound |

j 47 I Tel Avi |

I 47 I Shimoga |

+ + +

计算合适的前缀长度的另外一个办法就是计算完整列的选择性，并使前缀的选择性接近 于完整列的选择性。下面显示如何计算完整列的选择性：

mysql> **SELECT COUNT(DISTINCT city)/COUNT(\*) FROM sakila.city\_demo;**

+ +

I COUNT(DISTINCT city)/COUNT(\*) |

+ +

I 0.0312 I

+ +

通常来说(尽管也有例外情况)，这个例子中如果前缀的选择性能够接近0.031,基本上 就可用了。可以在一个査询中针对不同前缀长度进行计算，这对于大表非常有用。下面 给出了如何在同一个査询中计算不同前缀长度的选择性：

**mysql> SELECT COUNT(DISTINCT LEFT(city, 3))/C0UNT(\*) AS** *sel3,*

**-> COUNT(DISTINCT LEFT(city» 4))/C0UNT(\*) AS sel4>**

**-> COUNT(DISTINCT LEFT(city, 5))/C0UNT(\*) AS sel5>**

**-> COUNT(DISTINCT LEFT(city, 6))/C0UNT(\*) AS sel6,**

**-> COUNT(DISTINCT LEFT(city, 7))/C0UNT(\*) AS sel7**

**-> FROM sakila.city\_demo;**

+ + --+ + + +

| sel3 | sel4 | sel5 | sel6 | sel7 |

+ +— \_—+ + + +

| 0.0239 | 0.0293 | O.O3O5 | 0.0309 | 0.0310 |

+ + + + + --+

査询显示当前缀长度到达7的时候，再增加前缀长度，选择性提升的幅度已经很小了。

只看平均选择性是不够的，也有例外的情况，需要考虑最坏情况下的选择性。平均选择 性会让你认为前缀长度为4或者5的索引已经足够了，但如果数据分布很不均匀，可能 就会有陷阱。如果观察前缀为4的最常出现城市的次数，可以看到明显不均匀：

mysql> **SELECT COUNT(\*) AS ent, LEFT(city, 4) AS pref**

**-> FROM sakila.cityjemo GROUP BY pref ORDER BY ent DESC LIMIT 5；**

+ + +

I ent I pref |

+ + +

I 205 I San I

I 200 I Sant I

I 135 I Sout I

I 104 I Chan |

I 91 I Toul I

+ + +

如果前缀是4个字节，则最常出现的前缀的出现次数比最常出现的城市的出现次数要大 很多。即这些值的选择性比平均选择性要低。如果有比这个随机生成的示例更真实的数 据，就更有可能看到这种现象。例如在真实的城市名上建一个长度为4的前缀索引，对 于以“San”和“New”开头的城市的选择性就会非常糟糕，因为很多城市都以这两个词 开头。

Lj63> 在上面的示例中，已经找到了合适的前缀长度，下面演示一下如何创建前缀索引：

mysql> **ALTER TABLE sakila.city\_demo ADD KEY (city(7))；**

前缀索引是一种能使索引更小、更快的有效办法，但另一方面也有其缺点：MySQL无 法使用前缀索引做ORDER BY和GROUP BY,也无法使用前缀索引做覆盖扫描。

一个常见的场景是针对很长的十六进制唯一 ID使用前缀索引。在前面的章节中已经讨

论了很多有效的技术来存储这类ID信息，但如果使用的是打包过的解决方案，因而无 法修改存储结构，那该怎么办？例如使用vBulletin或者其他基于MySQL的应用在存储 网站的会话(SESSION)时，需要在一个很长的十六进制字符串上创建索引。此时如果 采用长度为8的前缀索引通常能显著地提升性能，并且这种方法对上层应用完全透明。

H

有时候后缀索引**(suffix index)**也有用途(例如，找到某个域名的所有电子邮件地 史址)。**MySQL**原生并不支持反向索引，但是可以把字符串反转后存储，并基于此建 立前缀索引。可以通过触发器来维护这种索引。参考**5.1**节中“创建自定义哈希索引” 部分的相关内容。

5.3.3多列索引

很多人对多列索引的理解都不够。一个常见的错误就是，为每个列创建独立的索引，或 者按照错误的顺序创建多列索引。

我们会在5.3.4节中单独讨论索引列的顺序问题。先来看第一个问题，为每个列创建独 立的索引，从SHOW CREATE TABLE中很容易看到这种情况：

CREATE TABLE t (

cl INT,

c2 INT,

C3 INT,

KEY(cl),

KEY(C2),

KEY(c3)

)；

这种索引策略，一般是由于人们听到一些专家诸如“把WHERE条件里面的列都建上索引” 这样模糊的建议导致的。实际上这个建议是非常错误的。这样一来最好的情况下也只能 是“一星”索引，其性能比起真正最优的索引可能差几个数量级。有时如果无法设计一 个“三星”索引，那么不如忽略掉WHERE子句，集中精力优化索引列的顺序，或者创建 一个全覆盖索引。

在多个列上建立独立的单列索引大部分情况下并不能提高MySQL的査询性能。MySQL 5.0和更新版本引入了一种叫“索引合并M (index merge)的策略，一定程度上可以使用 表上的多个单列索引来定位指定的行。更早版本的MySQL只能使用其中某一个单列索 引，然而这种情况下没有哪一个独立的单列索引是非常有效的。例如，表film\_actor在 字段和actor id上各有一个单列索引。但对于下面这个査询WHERE条件，这两 个单列索引都不是好的选择：

**mysql> SELECT film\_id, actor\_id FROM sakila.-film\_actor**

**-> WHERE actor\_id = 1 OR -filmed = 1;**

在老的MySQL版本中，MySQL对这个査询会使用全表扫描。除非改写成如下的两个查 询UNION的方式：

mysql> **SELECT film id, actor id -> UNION ALL ~ ~**

**FROM sakila.film\_actor WHERE actor\_id = 1**

**FROM sakila.film\_actor WHERE film\_id = 1**

**-> SELECT film\_id, actor\_id AND actor\_id <>** *1;*

但在MySQL 5.0和更新的版本中，査询能够同时使用这两个单列索引进行扫描，并将结 果进行合并。这种算法有三个变种:0R条件的联合（union）, AND条件的相交（intersection）, 组合前两种情况的联合及相交。下面的査询就是使用了两个索引扫描的联合，通过 EXPLAIN中的Extra列可以看到这点：

mysql> **EXPLAIN SELECT film\_id, actor\_id FROM sakila.film\_actor -> WHERE actor\_id = 1 OR film\_\_id"= 1\G ~**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. mw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id select type table

type possible\_keys key key\_len

"ref

rows Extra

SIMPLE

fiImpactor

index\_merge

PRIMARY,idx\_fk\_film\_id

PRIMARY, idx了 kNilmlid

2,2 -

NULL

29

**Using union(PRIMARY,idx\_fk\_film\_id);** Using where

MySQL会使用这类技术优化复杂査询，所以在某些语句的Extra列中还可以看到嵌套 操作。

索引合并策略有时候是一种优化的结果，但实际上更多时候说明了表上的索引建得很糟 糕：

* 当出现服务器对多个索引做相交操作时（通常有多个AND条件），通常意味着需要一 个包含所有相关列的多列索引，而不是多个独立的单列索引。

•当服务器需要对多个索引做联合操作时（通常有多个OR条件），通常需要耗费大量 CPU和内存资源在算法的缓存、排序和合并操作上。特别是当其中有些索引的选择 性不高，需要合并扫描返回的大量数据的时候。

* 更重要的是，优化器不会把这些计算到“査询成本”（cost）中，优化器只关心随机 页面读取。这会使得査询的成本被“低估”，导致该执行计划还不如直接走全表扫描。 这样做不但会消耗更多的CPU和内存资源，还可能会影响査询的并发性，但如果是 单独运行这样的査询则往往会忽略对并发性的影响。通常来说，还不如像在MySQL 4.1或者更早的时代一样，将査询改写成UNION的方式往往更好。

ri65>

如果在EXPLAIN中看到有索引合并，应该好好检査一下査询和表的结构，看是不是已经是最优的。也可以通过参数0ptimizer\_switch来关闭索引合并功能。也可以使用 IGNORE INDEX提示让优化器忽略掉某些索引。

5.3.4选择合适的索引列顺序

我们遇到的最容易引起困惑的问题就是索引列的顺序。正确的顺序依赖于使用该索引的 査询，并且同时需要考虑如何更好地满足排序和分组的需要（顺便说明，本节内容适用 于B-Tree索引；哈希或者其他类型的索引并不会像B-Tree索引一样按顺序存储数据）。

在一个多列B-Tree索引中，索引列的顺序意味着索引首先按照最左列进行排序，其次是 第二列，等等。所以，索引可以按照升序或者降序进行扫描，以满足精确符合列顺序的 ORDER BY、GROUP BY和DISTINCT等子句的查询需求。

所以多列索引的列顺序至关重要。在Lahdenmaki和Leach的“三星索引”系统中，列 顺序也决定了一个索引是否能够成为一个真正的“三星索引”（关于三星索引可以参考 本章前面的5.2节）。在本章的后续部分我们将通过大量的例子来说明这一点。

对于如何选择索引的列顺序有一个经验法则：将选择性最高的列放到索引最前列。这个 建议有用吗？在某些场景可能有帮助，但通常不如避免随机10和排序那么重要，考虑 问题需要更全面（场景不同则选择不同，没有一个放之四海皆准的法则。这里只是说明， 这个经验法则可能没有你想象的重要）。

当不需要考虑排序和分组时，将选择性最高的列放在前面通常是很好的。这时候索引的 作用只是用于优化WHERE条件的査找。在这种情况下，这样设计的索引确实能够最快地 过滤出需要的行，对于在WHERE子句中只使用了索引部分前缀列的査询来说选择性也更 高。然而，性能不只是依赖于所有索引列的选择性（整体基数），也和査询条件的具体 值有关，也就是和值的分布有关。这和前面介绍的选择前缀的长度需要考虑的地方一样。 可能需要根据那些运行频率最高的查询来调整索引列的顺序，让这种情况下索引的选择 性最高。

以下面的査询为例：

<166~|

SELECT \* FROM payment WHERE staff\_id = 2 AND customer\_id = 584；

是应该创建一个（staff\_id, customer\_id）索引还是应该颠倒一下顺序？可以跑一些査询 来确定在这个表中值的分布情况，并确定哪个列的选择性更高。先用下面的查询预测一 下注％看看各个WHERE条件的分支对应的数据基数有多大：

注6 : 某些优化极客（geek）将这称之为“sarg",这是“可搜索的参数（searchable argument）M的缩写。好吧, 学会了这个词你也是一个极客了。

**mysql> SELECT SUM(staff\_id = 2), SUM(customer\_id = 584) FROM payment\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. mw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

SUM(staff\_id = 2): 7992

SUM(customer\_id = 584)： 30

根据前面的经验法则，应该将索引列cuitomer\_id放到前面，因为对应条件值的 customer\_id数量更小。我们再来看看对于这个customer\_id的条件值，对应的staff\_ id列的选择性如何：

mysql> **SELECT SUM(staff\_id = 2) FROM payment WHERE customer\_id = 584\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

SUM(staff\_id = 2): 17

这样做有一个地方需要注意，査询的结果非常依赖于选定的具体值。如果按上述办法优 化，可能对其他一些条件值的査询不公平，服务器的整体性能可能变得更糟，或者其他 某些查询的运行变得不如预期。

如果是从诸如*pt-query-digest*这样的工具的报告中提取“最差”査询，那么再按上述办 法选定的索引顺序往往是非常高效的。如果没有类似的具体査询来运行，那么最好还是 按经验法则来做，因为经验法则考虑的是全局基数和选择性，而不是某个具体査询：

mysql> **SELECT COUNT(DISTINCT staff id)/COUNT(\*) AS staff\_id\_selectivity,**

* **COUNT(DISTINCT customer id)7cOUNT(\*) AS customer\_id selectivity,**
* **COUNT**。) "
* **FROM payment\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. ww \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

staff\_id\_selectivity: 0.0001 customer\_id\_selectivity: 0.0373

~ ~ COUNT(\*): 16049

customer id的选择性更高，所以答案是将其作为索引列的第一列：

mysql> **ALTER TABLE payment ADD KEY(customer\_id, staff\_id);**

当使用前缀索引的时候，在某些条件值的基数比正常值高的时候，问题就来了。例如， 在某些应用程序中，对于没有登录的用户，都将其用户名记录为“guset”，在记录用户 行为的会话(session)表和其他记录用户活动的表中“guest”就成为了一个特殊用户 H67> IDo 一旦查询涉及这个用户，那么和对于正常用户的査询就大不同了，因为通常有很多 会话都是没有登录的。系统账号也会导致类似的问题。一个应用通常都有一个特殊的管 理员账号，和普通账号不同，它并不是一个具体的用户，系统中所有的其他用户都是这 个用户的好友，所以系统往往通过它向网站的所有用户发送状态通知和其他消息。这个 账号的巨大的好友列表很容易导致网站出现服务器性能问题。

这实际上是一个非常典型的问题。任何的异常用户，不仅仅是那些用于管理应用的设计 糟糕的账号会有同样的问题；那些拥有大量好友、图片、状态、收藏的用户，也会有前 面提到的系统账号同样的问题。

下面是一个我们遇到过的真实案例，在一个用户分享购买商品和购买经验的论坛上，这

个特殊表上的査询运行得非常慢:

**mysql> SELECT COUNT(DISTINCT threadld) AS COUNT\_VALUE**

**-> FROM Message**

**-> WHERE (groupld = 10137) AND (userid = 1288826) AND (anonymous = 0)**

**-> ORDER BY priority DESC, modifiedDate DESC**

这个査询看似没有建立合适的索引，所以客户咨询我们是否可以优化。EXPLAIN的结果

如下：

id: 1

select\_type: SIMPLE

table: Message

type: ref

key: ix\_groupld\_userld

key\_len: 18

ref: const,const

rows: 1251162

Extra: Using where

MySQL为这个査询选择了索引(groupld, userid),如果不考虑列的基数，这看起来是

一个非常合理的选择。但如果考虑一下user ID和group ID条件匹配的行数，可能就会 有不同的想法了：

**mysql> SELECT COUNT(\*), SUM(groupId = 10137),**

**-> SUM(userId = 1288826)SUM(anonymous = 0)**

**-> FROM Message\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i.［则 \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

count(\*): 4142217

sum(groupld = 10137)： 4092654

sum(userld = 1288826): 1288496 sum(anonymous = 0): 4141934

从上面的结果来看符合组(groupld)条件几乎满足表中的所有行，符合用户(userid)

条件的有130万条记录一一也就是说索引基本上没什么用。因为这些数据是从其他应用

中迁移过来的，迁移的时候把所有的消息都赋予了管理员组的用户。这个案例的解决办

法是修改应用程序代码，区分这类特殊用户和组，禁止针对这类用户和组执行这个査询。

从这个小案例可以看到经验法则和推论在多数情况是有用的，但要注意不要假设平均情<□画 况下的性能也能代表特殊情况下的性能，特殊情况可能会摧毁整个应用的性能。

最后，尽管关于选择性和基数的经验法则值得去研究和分析，但一定要记住别忘了

WHERE子句中的排序、分组和范围条倬等其他因素，这些因素可能对査询的性能造成非 常大的影响。

5.3.5聚簇索引

聚簇索引注7并不是一种单独的索引类型，而是一种数据存储方式。具体的细节依赖于其 实现方式，但InnoDB的聚簇索引实际上在同一个结构中保存了 B-Tree索引和数据行。

当表有聚簇索引时，它的数据行实际上存放在索引的叶子页（leafpage）中。术语“聚簇” 表示数据行和相邻的键值紧凑地存储在一起注8。因为无法同时把数据行存放在两个不同 的地方，所以一个表只能有一个聚簇索引（不过，覆盖索引可以模拟多个聚簇索引的情况， 本章后面将详细介绍）。

因为是存储引擎负责实现索引，因此不是所有的存储引擎都支持聚簇索引。本节我们主 要关注InnoDB,但是这里讨论的原理对于任何支持聚簇索引的存储引擎都是适用的。

图5.3展示了聚簇索引中的记录是如何存放的。注意到，叶子页包含了行的全部数据， 但是节点页只包含了索引列。在这个案例中，索引列包含的是整数值。
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图**5・3：**聚簇索引的数据分布

注7： Oracle用户可能更熟悉索引组织表（index-organized table）的说法，实际上是一样的意思。 注8 : 这并非总成立，很快就可以看到。一些数据库服务器允许选择哪个索引作为聚簇索引，但直到本书写作之际，还没有任何 一个MySQL内建的存储引擎支持这一点。InnoDB将通过主键聚集数据，这也就是说图 5-3中的“被索引的列”就是主键列。

如果没有定义主键，InnoDB会选择一个唯一的非空索引代替。如果没有这样的索引， InnoDB会隐式定义一个主键来作为聚簇索引。InnoDB只聚集在同一个页面中的记录。 包含相邻键值的页面可能会相距甚远。

聚簇主键可能对性能有帮助，但也可能导致严重的性能问题。所以需要仔细地考虑聚簇 索引，尤其是将表的存储引擎从InnoDB改成其他引擎的时候（反过来也一样）。

聚集的数据有一些重要的优点：

* 可以把相关数据保存在一起。例如实现电子邮箱时，可以根据用户ID来聚集数据， 这样只需要从磁盘读取少数的数据页就能获取某个用户的全部邮件。如果没有使用 聚簇索引，则每封邮件都可能导致一次磁盘I/O。
* 数据访问更快。聚簇索引将索引和数据保存在同一个B-Tree中，因此从聚簇索引中 获取数据通常比在非聚簇索引中査找要快。
* 使用覆盖索引扫描的査询可以直接使用页节点中的主键值。

如果在设计表和查询时能充分利用上面的优点，那就能极大地提升性能。同时，聚簇索 引也有一些缺点：

* 聚簇数据最大限度地提高了 I/O密集型应用的性能，但如果数据全部都放在内存中, 则访问的顺序就没那么重要了，聚簇索引也就没什么优势了。
* 插入速度严重依赖于插入顺序。按照主键的顺序插入是加载数据到InnoDB表中速 度最快的方式。但如果不是按照主键顺序加载数据，那么在加载完成后最好使用 OPTIMIZE TABLE命令重新组织一下表。

<JZL1

* 更新聚簇索引列的代价很高，因为会强制InnoDB将每个被更新的行移动到新的位 置。
* 基于聚簇索引的表在插入新行，或者主键被更新导致需要移动行的时候，可能面临 “页分裂（page split）M的问题。当行的主键值要求必须将这一行插入到某个已满的 页中时，存储引擎会将该页分裂成两个页面来容纳该行，这就是一次页分裂操作。 页分裂会导致表占用更多的磁盘空间。
* 聚簇索引可能导致全表扫描变慢，尤其是行比较稀疏，或者由于页分裂导致数据存 储不连续的时候。
* 二级索引（非聚簇索引）可能比想象的要更大，因为在二级索引的叶子节点包含了 引用行的主键列。

• 二级索引访问需要两次索引査找，而不是一次。

最后一点可能让人有些疑惑，为什么二级索引需要两次索引査找？答案在于二级索引中 保存的“行指针”的实质。要记住，二级索引叶子节点保存的不是指向行的物理位置的 指针，而是行的主键值。

这意味着通过二级索引查找行，存储引擎需要找到二级索引的叶子节点获得对应的主键 值，然后根据这个值去聚簇索引中査找到对应的行。这里做了重复的工作：两次B-Tree 査找而不是一次注％对于InnoDB,自适应哈希索引能够减少这样的重复工作。

InnoDB和MylSAM的数据分布对比

聚簇索引和非聚簇索引的数据分布有区别，以及对应的主键索引和二级索引的数据分布 也有区别，通常会让人感到困扰和意外。来看看InnoDB和MylSAM是如何存储下面这 个表的：

CREATE TABLE layout\_test (

coll int NOT NULL,

col2 int NOT NULL,

PRIMARY KEY(coll),

KEY(col2)

)；

假设该表的主键取值为1〜10 000,按照随机顺序插入并使用OPTIMIZE TABLE命令做 了优化。换句话说，数据在磁盘上的存储方式已经最优，但行的顺序是随机的。列col2 的值是从1〜100之间随机赋值，所以有很多重复的值。

□ZD> MylSAM的数据分布。MylSAM的数据分布非常简单，所以先介绍它。MylSAM按照数 据插入的顺序存储在磁盘上，如图5.4所示。

在行的旁边显示了行号，从0开始递增。因为行是定长的，所以MylSAM可以从表的开 头跳过所需的字节找到需要的行(MylSAM并不总是使用图5.4中的“行号”，而是根 据定长还是变长的行使用不同策略)。

这种分布方式很容易创建索引。下面显示的一系列图，隐藏了页的物理细节，只显示索 引中的“节点”，索引中的每个叶子节点包含“行号”。图5.5显示了表的主键。

这里忽略了一些细节，例如前一个B-Tree节点有多少个内部节点，不过这并不影响对非 聚簇存储引擎的基本数据分布的理解。

注9： 顺便提一下，并不是所有的非聚簇索引都能做到一次索引查询就找到行。当行更新的时候可能无 法存储在原来的位置，这会导致表中出现行的碎片化或者移动行并在原位置保存“向前指针”，这 两种情况都会导致在查找行时需要更多的工作。

|  |  |  |
| --- | --- | --- |
| 行号 | **coll** | **coi2** |
| **0** | **99** | **| 8**卜 |
| **1** | **12** | **56 §** |
| **2** | **3000** |  |
|  | **j/X/S/XZ** |  |
| **9997** | **18** |  |
| **9998** | **4700** | 工 |
| **9999** | **3** |  |
|  |  |  |
|  |  |  |
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图5・5： MylSAM表layout\_test的主键分布

那col2列上的索引又会如何呢？有什么特殊的吗？回答是否定的：它和其他索引没有什 么区别。图5.6显示了 col2列上的索引。
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图5・6: My ISAM表layout\_test的col2列索引的分布

事实上，MylSAM中主键索引和其他索引在结构上没有什么不同。主键索引就是一个名为PRIMARY的唯一非空索引。

InnoDB的数据分布。因为InnoDB支持聚簇索引，所以使用非常不同的方式存储同样的 数据。InnoDB以如图5-7所示的方式存储数据。
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**InnoDB**聚簇  
索引叶子节点

图5-7： InnoDB表layout\_test的主键分布

第一眼看上去，感觉该图和前面的图5・5没有什么不同，但再仔细看细节，会注意到该 图显示了整个表，而不是只有索引。因为在InnoDB中，聚簇索引“就是”表，所以不 像MylSAM那样需要独立的行存储。

[J73＞聚簇索引的每一个叶子节点都包含了主键值、事务ID、用于事务和MVCC注侦的回滚指 针以及所有的剩余列（在这个例子中是C012）o如果主键是一个列前缀索引，InnoDB也 会包含完整的主键列和剩下的其他列。

还有一点和MylSAM的不同是，InnoDB的二级索引和聚簇索引很不相同。InnoDB二 级索引的叶子节点中存储的不是“行指针”，而是主键值，并以此作为指向行的“指针”。 这样的策略减少了当出现行移动或者数据页分裂时二级索引的维护工作。使用主键值当 作指针会让二级索引占用更多的空间，换来的好处是，InnoDB在移动行时无须更新二 级索引中的这个“指针”。

图5・8显示了示例表的col2索引。每一个叶子节点都包含了索引列（这里是c012）,紧 接着是主键值（C0U）o

图5-8展示了 B-Tree的叶子节点结构，但我们故意省略了非叶子节点这样的细节。 InnoDB的非叶子节点包含了索引列和一个指向下级节点的指针（下一级节点可以是非

注10 ：多版本控制。——译者注

叶子节点，也可以是叶子节点）。这对聚簇索引和二级索引都适用。
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**H**索引列**（col2 ）** □主键列**（coll ）**

**InnoDB**二级索引 叶子节点

图5-8： InnoDB表layout\_test的二级索引分布

图5-9是描述InnoDB和MylSAM如何存放表的抽象图。从图5-9中可以很容易看出 InnoDB和MylSAM保存数据和索引的区别。
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主键索引

二级索引

**MylSAM （**非聚簇）表分布
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图5・9：聚簇和非聚簇表对比图

如果还没有理解聚簇索引和非聚簇索引有什么区别、为何有这些区别及这些区别的重要 性，也不用担心。随着学习的深入，尤其是学完本章剩下的部分以及下一章以后，这些 问题就会变得越发清楚。这些概念有些复杂，需要一些时间才能完全理解。

在InnoDB表中按主键顺序插入行

如果正在使用InnoDB表并且没有什么数据需要聚集，那么可以定义一个代理键 (surrogate key)作为主键，这种主键的数据应该和应用无关，最简单的方法是使用 AUTO\_INCREMENT自增列。这样可以保证数据行是按顺序写入，对于根据主键做关联操作 的性能也会更好。

最好避免随机的(不连续且值的分布范围非常大)聚簇索引，特别是对于I/O密集型的 应用。例如，从性能的角度考虑，使用UUID来作为聚簇索引则会很糟糕：它使得聚簇 索引的插入变得完全随机，这是最坏的情况，使得数据没有任何聚集特性。

为了演示这一点，我们做如下两个基准测试。第一个使用整数ID插入userinfo表：

CREATE TABLE userinfo (

int unsigned NOT NULL AUTO\_INCREMENT, varchar(64) NOT NULL DEFAULT '', varchar(64) NOT NULL DEFAULT '', varchar(64) NOT NULL DEFAULT '', date DEFAULT NULL, varchar(255) NOT NULL DEFAULT ", varchar(64) NOT NULL DEFAULT '', tinyint unsigned NOT NULL DEFAULT '0\*, varchar(8) NOT NULL DEFAULT ", smallint unsigned NOT NULL DEFAULT 'O', ('M'/F'JNOT NULL DEFAULT 'M', varchar(32) NOT NULL DEFAULT ", tinyint NOT NULL DEFAULT 'O', tinyint unsigned NOT NULL DEFAULT 'O',

id name email password dob address city state id zip country\_id gender account\_type verified allow mail

parrent\_account int unsigned NOT NULL DEFAULT 'O', closest\_airport varchar(3) NOT NULL DEFAULT \*', PRIMARY""KEY (id), UNIQUE KEY email (email),

KEY country\_id (country\_id),

KEY state\_id (state^id),

KEY state\_id\_2 (state\_id,city,address)

)ENGINE=InnoDB ~ ~

注意到使用了自增的整数ID作为主键注七 .

H75> 第二个例子是userinfo\_uuid表。除了主键改为UUID,其余和前面的userinfo表完全 相同。

注11：值得指出的是，这是一个真实案例中的表，有很多二级索引和列。如果删除这些二级索引只测试 主键，那么性能差异将会更明显。

CREATE TABLE userinfo\_uuid （ uuid varchar（36） NOT NULL,

我们测试了这两个表的设计。首先，我们在一个有足够内存容纳索引的服务器上向这两 个表各插入100万条记录。然后向这两个表继续插入300万条记录，使索引的大小超过 服务器的内存容量。表5.1对测试结果做了比较。

表5-1：向InnoDB表插入数据的测试结果

|  |  |  |  |
| --- | --- | --- | --- |
| 表名 | 行数 | 时间（秒） | 索引大小**（MB）** |
| **userinfo** | **1 000 000** | **137** | **342** |
| **userinfouuid** | **1 000 000** | **180** | **544** |
| **userinfo** | **3 000 000** | **1233** | **1036** |
| **userinfouuid** | **3 000 000** | **4525** | **1707** |

注意到向UUID主键插入行不仅花费的时间更长，而且索引占用的空间也更大。这一方 面是由于主键字段更长；另一方面毫无疑问是由于页分裂和碎片导致的。

为了明白为什么会这样，来看看往第一个表中插入数据时，索引发生了什么变化。 图5-10显示了插满一个页面后继续插入相邻的下一个页面的场景。
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顺序插入到页：每条新记录 总是在前一条记录的后面插入

当页被插满后，继续插入到新的页

图**5・10：**向聚簇索引插入顺序的索引值

如图5.10所示，因为主键的值是顺序的，所以InnoDB把每一条记录都存储在上一条 记录的后面。当达到页的最大填充因子时（InnoDB默认的最大填充因子是页大小的 15/16,留出部分空间用于以后修改），下一条记录就会写入新的页中。一旦数据按照这 种顺序的方式加载，主键页就会近似于被顺序的记录填满，这也正是所期望的结果（然而， 二级索引页可能是不一样的）。

对比一下向第二个使用了 UUID聚簇索引的表插入数据，看看有什么不同，图5.11显示 了结果。

因为新行的主键值不一定比之前插入的大，所以InnoDB无法简单地总是把新行插入到 索引的最后，而是需要为新的行寻找合适的位置一一通常是已有数据的中间位置一一并 且分配空间。这会增加很多的额外工作，并导致数据分布不够优化。下面是总结的一些 缺点：

• 写入的目标页可能已经刷到磁盘上并从缓存中移除，或者是还没有被加载到缓存中， InnoDB在插入之前不得不先找到并从磁盘读取目标页到内存中。这将导致大量的随 机 I/O。

•因为写入是乱序的，InnoDB不得不频繁地做页分裂操作，以便为新的行分配空间。 页分裂会导致移动大量数据，一次插入最少需要修改三个页而不是一个页。

•由于频繁的页分裂，页会变得稀疏并被不规则地填充，所以最终数据会有碎片。

在把这些随机值载入到聚簇索引以后，也许需要做一次OPTIMIZE TABLE来重建表并优化 页的填充。

从这个案例可以看出，使用InnoDB时应该尽可能地按主键顺序插入数据，并且尽可能 地使用单调增加的聚簇键的值来插入新行。

![](data:image/png;base64,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)

**H77>**

插入**UUID：**新的记录可能插入到之前记录的中间， 导致需要强制移动之前的记录
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **000944 16-6175** | **000e2f 20-6180** | **0016C9 1a-6175** | **002775 64^178** | **002f21 |**  **8e-6177 *I*** |
| *‘5* |  |  |  |  |

被写满且已经刷到磁盘上的页 可能会被重新读取

只显示了 UUID 『的前13个字符

图5-11：向聚簇索引中插入无序的值

顺序的主键什么时候会造成更坏的结果？

对于高并发工作负载，在InnoDB中按主键顺序插入可能会造成明显的争用。主键 的上界会成为“热点”。因为所有的插入都发生在这里，所以并发插入可能导致间 隙锁竞争。另一个热点可能是AUTO\_INCREMENT锁机制；如果遇到这个问题，则可 能需要考虑重新设计表或者应用，或者更改innodb autoinc lock mode配置。如 果你的服务器版本还不支持innodb autoinc lock mode参数，可以升级到新版本 的InnoDB,可能对这种场景会工作得更好。

5.3.6覆盖索引

通常大家都会根据査询的WHERE条件来创建合适的索引，不过这只是索引优化的一个方 面。设计优秀的索引应该考虑到整个查询，而不单单是WHERE条件部分。索引确实是一 种查找数据的高效方式，但是MySQL也可以使用索引来直接获取列的数据，这样就不 再需要读取数据行。如果索引的叶子节点中已经包含要查询的数据，那么还有什么必要 再回表査询呢？如果一个索引包含（或者说覆盖）所有需要査询的字段的值，我们就称＜3S 之为“覆盖索引”。

覆盖索引是非常有用的工具，能够极大地提高性能。考虑一下如果査询只需要扫描索引 而无须回表，会带来多少好处：

* 索引条目通常远小于数据行大小，所以如果只需要读取索引，那MySQL就会极大 地减少数据访问量。这对缓存的负载非常重要，因为这种情况下响应时间大部分花 费在数据拷贝上。覆盖索引对于I/O密集型的应用也有帮助，因为索引比数据更小， 更容易全部放入内存中（这对于MylSAM尤其正确，因为MylSAM能压缩索引以 变得更小）。
* 因为索引是按照列值顺序存储的（至少在单个页内是如此），所以对于I/O密集型的 范围査询会比随机从磁盘读取每一行数据的I/O要少得多。对于某些存储引擎，例 如MylSAM和Percona XtraDB,甚至可以通过OPTIMIZE命令使得索引完全顺序排 列，这让简单的范围査询能使用完全顺序的索引访问。
* 一些存储引擎如MylSAM在内存中只缓存索引，数据则依赖于操作系统来缓存，因 此要访问数据需要一次系统调用。这可能会导致严重的性能问题，尤其是那些系统 调用占了数据访问中的最大开销的场景。
* 由于InnoDB的聚簇索弓［,覆盖索引对InnoDB表特别有用。InnoDB的二级索引在 叶子节点中保存了行的主键值，所以如果二级主键能够覆盖査询，则可以避免对主 键索引的二次査询。

在所有这些场景中，在索引中满足査询的成本一般比査询行要小得多。

不是所有类型的索引都可以成为覆盖索引。覆盖索引必须要存储索引列的值，而哈希索 引、空间索引和全文索引等都不存储索引列的值，所以MySQL只能使用B-Tree索引做 覆盖索引。另外，不同的存储引擎实现覆盖索引的方式也不同，而且不是所有的引擎都 支持覆盖索引（在写作本书时，Memory存储引擎就不支持覆盖索引）。

当发起一个被索引覆盖的査询（也叫做索引覆盖査询）时，在EXPLAIN的Ext「a列可以 看到“Using index”的信息注"。例如，表sakila.inventory有一个多列索引（store id, film\_id）o MySQL如果只需访问这两列，就可以使用这个索引做覆盖索引，如下所示：

mysql> **EXPLAIN SELECT store\_id, film\_id FROM sakila.inventory\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

IjtD>

id: select type: table: type: possible\_keys: key: key\_len: ref: rows: Extra:

1

SIMPLE inventory index

NULL idx\_store\_id\_film\_id

3 ~ ~

NULL

4673

**Using index**

索引覆盖査询还有很多陷阱可能会导致无法实现优化。MySQL査询优化器会在执行查 询前判断是否有一个索引能进行覆盖。假设索引覆盖了 WHERE条件中的字段，但不是整 个査询涉及的字段。如果条件为假（false）, MySQL 5.5和更早的版本也总是会回表获 取数据行，尽管并不需要这一行且最终会被过滤掉。

来看看为什么会发生这样的情况，以及如何重写査询以解决该问题。从下面的査询开始:

mysql> **EXPLAIN SELECT \* FROM products WHERE actor=\*SEAN CARREY' -> AND title like '%APOLLO%'\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. ww \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: select type: table: type: possiblekeys: key: key\_len: ref: rows: Extra:

1 SIMPLE products ref

ACTOR,IX\_PROD\_ACTOR

ACTOR - ~

52 const io Using where

注12 ：很容易把Extra列的“Using index”和type列的“index”搞混淆。其实这两者完全不同，type 列和覆盖索引毫无关系；它只是表示这个查询访问数据的方式，或者说是MySQL查找行的方式。 MySQL手册中称之为连接方式（join type） o

这里索引无法覆盖该査询，有两个原因：

* 没有任何索引能够覆盖这个査询。因为查询从表中选择了所有的列，而没有任何索 引覆盖了所有的列。不过，理论上MySQL还有一个捷径可以利用：WHERE条件中的 列是有索引可以覆盖的，因此MySQL可以使用该索引找到对应的actor并检査title 是否匹配，过滤之后再读取需要的数据行。
* MySQL不能在索引中执行LIKE操作。这是底层存储引擎API的限制，MySQL 5.5 和更早的版本中只允许在索引中做简单比较操作(例如等于、不等于以及大于)。 MySQL能在索引中做最左前缀匹配的LIKE比较，因为该操作可以转换为简单的比 较操作，但是如果是通配符开头的LIKE査询，存储引擎就无法做比较匹配。这种情 况下，MySQL服务器只能提取数据行的值而不是索引值来做比较。

也有办法可以解决上面说的两个问题，需要重写査询并巧妙地设计索引。先将索引扩展 至覆盖三个数据列(artist, title, prod\_id),然后按如下方式重写査询：

mysql> **EXPLAIN SELECT \*** <380~|

**-> FROM products -> JOIN ( -> SELECT prod\_id**

**-> FROM products**

**-> WHERE actor='SEAN CARREY' AND title LIKE 'XAPOLLO%1**

**-> )AS tl ON (tl.prod\_id=products.prod\_id)\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* id: 1

select\_type: PRIMARY table: <derived2>

...omitted・..

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1

select\_type: PRIMARY table: products

...omitted..・

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 3. mw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* id: 2

select\_type: DERIVED table: products type: ref possible keys: ACTOR,ACTOR 2,IX PROD ACTOR ~ key: ACT0R\_2 ~ ~ ~

key\_len: 52  
ref:

rows: 11

Extra: Using **where; Using index**

我们把这种方式叫做延迟关联(deferred join),因为延迟了对列的访问。在查询的第一 阶段MySQL可以使用覆盖索引，在FROM子句的子査询中找到匹配的prod\_id,然后根 据这些prod\_id值在外层査询匹配获取需要的所有列值。虽然无法使用索引覆盖整个查 询，但总算比完全无法利用索引覆盖的好。

这样优化的效果取决于WHERE条件匹配返回的行数。假设这个products表有100万行， 我们来看一下上面两个查询在三个不同的数据集上的表现，每个数据集都包含100万行:

1. 第一个数据集，Sean Carrey出演了 30 000部作品，其中有20 000部的标题中包含 了 Apollo o
2. 第二个数据集，Sean Carrey出演了 30 000部作品，其中40部的标题中包含了 Apollo o
3. 第三个数据集，Sean Carrey *Hi*演了 50部作品，其中10部的标题中包含了 Apollo。

使用上面的三种数据集来测试两种不同的査询，得到的结果如表5-2所示。

|  |  |  |
| --- | --- | --- |
| **□E＞**表**5・2：**索引覆盖查询和非覆盖查询的测试结果 | | |
| 数据集 | 原查询 | 优化后的查询 |
| 示例**1** | 每秒**5**次査询 | 每秒**5**次査询 |
| 示例**2** | 每秒**7**次査询 | 每秒**35**次査询 |
| 示例**3** | 每秒**2 400**次査询 | 每秒**2 000**次査询 |

下面是对结果的分析：

* 在示例1中，査询返回了一个很大的结果集，因此看不到优化的效果。大部分时间 都花在读取和发送数据上了。
* 在示例2中，经过索引过滤，尤其是第二个条件过滤后只返回了很少的结果集，优 化的效果非常明显：在这个数据集上性能提高了 5倍，优化后的査询的效率主要得 益于只需要读取40行完整数据行，而不是原査询中需要的30 000行。
* 在示例3中，显示了子査询效率反而下降的情况。因为索引过滤时符合第一个条件 的结果集已经很小，所以子査询带来的成本反而比从表中直接提取完整行更高。

在大多数存储引擎中，覆盖索引只能覆盖那些只访问索引中部分列的査询。不过，可以 更进一步优化InnoDB0回想一下，InnoDB的二级索引的叶子节点都包含了主键的值， 这意味着InnoDB的二级索引可以有效地利用这些“额外”的主键列来覆盖査询。

例如，sakila.actor使用InnoDB存储引擎，并在last\_name字段有二级索引，虽然该 索引的列不包括主键actor id,但也能够用于对actor id做覆盖査询：

mysql> **EXPLAIN SELECT actor id, last\_name**

**-> FROM sakila.actor MHERE last\_name = \* HOPPER'\C**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. rg \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* id: 1

select\_type- SIMPLE

table: actor

type: ref possible\_keys: idx\_actor\_last\_name key: idx\_actor\_last\_name key\_len: 137 ref: const

rows: 2

Extra: Using where; **Using index**

未来MySQL版本的改进
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上面提到的很多限制都是由于存储引擎API设计所导致的，目前的API设计不允 许MySQL将过滤条件传到存储引擎层。如果MySQL在后续版本能够做到这一点， 则可以把查询发送到数据上，而不是像现在这样只能把数据从存储引擎拉到服务器 层，再根据查询条件过滤。在本书写作之际，MySQL 5.6版本（未正式发布）包 含了在存储引擎API上所做的一个重要的改进，其被称为“索引条件推送（index condition pushdown）wo这个特性将大大改善现在的查询执行方式，如此一来上面 介绍的很多技巧也就不再需要了。

5.3.7使用索引扫描来做排序

MySQL有两种方式可以生成有序的结果：通过排序操作；或者按索引顺序扫描注七如果 EXPLAIN出来的type列的值为“index”，则说明MySQL使用了索引扫描来做排序（不 要和Extra列的“Using index”搞混淆了）。

扫描索引本身是很快的，因为只需要从一条索引记录移动到紧接着的下一条记录。但如 果索引不能覆盖査询所需的全部列，那就不得不每扫描一条索引记录就都回表查询一次 对应的行。这基本上都是随机I/O,因此按索引顺序读取数据的速度通常要比顺序地全 表扫描慢，尤其是在I/O密集型的工作负载时。

MySQL可以使用同一个索引既满足排序，又用于査找行。因此，如果可能，设计索引 时应该尽可能地同时满足这两种任务，这样是最好的。

只有当索引的列顺序和0RDER BY子句的顺序完全一致，并且所有列的排序方向（倒序

注13： MySQL.有两种排序算法，更多细节可以阅读第7章。

或正序)都一样时，MySQL才能够使用索引来对结果做排序注七 如果査询需要关联多 张表，则只有当ORDER BY子句引用的字段全部为第一个表时，才能使用索引做排序。 ORDER BY子句和查找型查询的限制是一样的：需要满足索引的最左前缀的要求；否则， MySQL都需要执行排序操作，而无法利用索引排序。

有一种情况下ORDER BY子句可以不满足索引的最左前缀的要求，就是前导列为常量的时 候。如果WHERE子句或者JOIN子句中对这些列指定了常量，就可以“弥补”索引的不足。

例如，Sakila 示例数据库的表 rental 在列(「ental date, invent。ry\_id, customer id) 上有名为rental\_date的索引。

(rental^date, inventory\_id, customer\_id):

CREATE TABLE rental (

PRIMARY KEY (rental\_id),

I 183 > UNIQUE KEY rental\_date (rental\_date,inventory\_id,customer\_id),

KEY idx\_fk\_inventory\_id (inventory\_id),

KEY idx\_fk\_customer\_id (customer\_id),

KEY idx\_fk\_staff\_id (staff\_id),

)；…

MySQL可以使用renta'date索引为下面的査询做排序，从EXPLAIN中可以看到没有 出现文件排序(filesort)操作注2 :

mysql> **EXPLAIN SELECT rental^id, staff \_id FROM sakila.rental**

**-> WHERE rental^date = '2005-05-25'**

**-> ORDER BY inventory\_id, customer\_id\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

type: ref

possible\_keys: rental\_date

key: rental\_date

rows: 1

Extra: Using where

即使ORDER BY子句不满足索引的最左前缀的要求，也可以用于查询排序，这是因为索引 的第一列被指定为一个常数。

还有更多可以使用索引做排序的査询示例。下面这个査询可以利用索引排序，是因为査 询为索引的第一列提供了常量条件，而使用第二列进行排序，将两列组合在一起，就形 成了索引的最左前缀：

... WHERE rental\_date = '2005-05-25' ORDER BY inventory\_id DESC;

注14：如果需要按不同方向做用R序，一个技巧是存储该列值的反转串或者相反数。 注15： MySQL这里称其为文件排序(filesort),其实并不一定使用磁盘文件。

下面这个査询也没问题，因为ORDER BY使用的两列就是索引的最左前缀：

... WHERE rental\_date > '2005-05-25' ORDER BY rental\_date, inventory\_id;

下面是一些不能使用索引做排序的査询：

* 下面这个查询使用了两种不同的排序方向，但是索引列都是正序排序的：

・.・ WHERE rental\_date = '2005-05-25' ORDER BY inventory\_id DESC, customer\_id ASC;

* 下面这个查询的ORDER BY子句中引用了一个不在索引中的列：

・.・ WHERE rental^date = '2005-05-25' ORDER BY inventory\_id, staff\_id;

* 下面这个査询的WHERE和ORDER BY中的列无法组合成索引的最左前缀：

・.・ WHERE rental\_date = '2005-05-25' ORDER BY customer\_id;

* 下面这个査询在索引列的第一列上是范围条件，所以MySQL无法使用索引的其余 列：

... WHERE rental\_date > '2005-05-25\* ORDER BY inventory\_id, customer^id;

* 这个査询在inventory id列上有多个等于条件。对于排序来说，这也是一种范围査 询：

・.・ WHERE rental\_date = '2005-05-25' AND inventory\_id IN(1,2) ORDER BY customer\_ <184 | id; ~ ~

下面这个例子理论上是可以使用索引进行关联排序的，但由于优化器在优化时将film\_

acto「表当作关联的第二张表，所以实际上无法使用索引：

mysql> **EXPLAIN SELECT actor id, title FROM sakila.film\_actor**

**-> INNER JOIN sakila.film USING(film\_id) ORDER BY actor\_id\G**

+ + +

I table | Extra |

+ + +

I film | Using index; Using temporary; Using filesort |

I film\_actor | Using index |

使用索引做排序的一个最重要的用法是当査询同时有ORDER BY和LIMIT子句的时候。后 面我们会具体介绍这些内容。

5.3.8压缩（前缀压缩）索引

MylSAM使用前缀压缩来减少索引的大小，从而让更多的索引可以放入内存中，这在某 些情况下能极大地提高性能。默认只压缩字符串，但通过参数设置也可以对整数做压缩。 MylSAM压缩每个索引块的方法是，先完全保存索引块中的第一个值，然后将其他值和 第一个值进行比较得到相同前缀的字节数和剩余的不同后缀部分，把这部分存储起来即 可。例如，索引块中的第一个值是“perform”，第二个值是“performance”，那么第二 个值的前缀压缩后存储的是类似“7,ance”这样的形式。MylSAM对行指针也采用类似 的前缀压缩方式。

压缩块使用更少的空间，代价是某些操作可能更慢。因为每个值的压缩前缀都依赖前面 的值，所以MylSAM査找时无法在索引块使用二分査找而只能从头开始扫描。正序的扫 描速度还不错，但是如果是倒序扫描——例如ORDER BY DESC——就不是很好了。所有 在块中査找某一行的操作平均都需要扫描半个索引块。

测试表明，对于CPU密集型应用，因为扫描需要随机査找，压缩索引使得MylSAM在 索引査找上要慢好几倍。压缩索引的倒序扫描就更慢了。压缩索引需要在CPU内存资源 与磁盘之间做权衡。压缩索引可能只需要十分之一大小的磁盘空间，如果是I/O密集型 应用，对某些査询带来的好处会比成本多很多。

可以在CREATE TABLE语句中指定PACK\_KEYS参数来控制索引压缩的方式。

国＞ 5.3.9冗余和重复索引

MySQL允许在相同列上创建多个索引，无论是有意的还是无意的。MySQL需要单独维 护重复的索引，并且优化器在优化査询的时候也需要逐个地进行考虑，这会影响性能。

重复索引是指在相同的列上按照相同的顺序创建的相同类型的索引。应该避免这样创建 重复索引，发现以后也应该立即移除。

有时会在不经意间创建了重复索引，例如下面的代码：

CREATE TABLE test (

ID INT NOT NULL PRIMARY KEY,

A INT NOT NULL,

B INT NOT NULL,

UNIQUE(ID), INDEX(ID) )ENGINE=InnoDB;

一个经验不足的用户可能是想创建一个主键，先加上唯一限制，然后再加上索引以供查 询使用。事实上，MySQL的唯一限制和主键限制都是通过索引实现的，因此，上面的 写法实际上在相同的列上创建了三个重复的索引。通常并没有理由这样做，除非是在同 一列上创建不同类型的索引来满足不同的査询需求曲6。

注16：如果索引类型不同，并不算是重复索引。例如经常有很好的理由创建KEY(col)和FULLTEXT KEY(col)两种索引。

冗余索引和重复索引有一些不同。如果创建了索引（A, B）,再创建索引（A）就是冗余索引， 因为这只是前一个索引的前缀索引。因此索引（A,B）也可以当作索引（A）来使用（这种冗 余只是对B-Tree索引来说的）。但是如果再创建索引（B, A）,则不是冗余索引，索引（B） 也不是，因为B不是索引（A, B）的最左前缀列。另外，其他不同类型的索引（例如哈希 索引或者全文索引）也不会是B-Tree索引的冗余索引，而无论覆盖的索引列是什么。

冗余索引通常发生在为表添加新索引的时候。例如，有人可能会增加一个新的索引（A, B） 而不是扩展已有的索引（A）。还有一种情况是将一个索引扩展为（A, ID）,其中ID是主键， 对于InnoDB来说主键列已经包含在二级索引中了，所以这也是冗余的。

大多数情况下都不需要冗余索引，应该尽量扩展已有的索引而不是创建新索引。但也有 时候出于性能方面的考虑需要冗余索引，因为扩展已有的索引会导致其变得太大，从而 影响其他使用该索引的査询的性能。

例如，如果在整数列上有一个索引，现在需要额外增加一个很长的VARCHAR列来扩展<3画 该索引，那性能可能会急剧下降。特别是有査询把这个索引当作覆盖索引，或者这是 MylSAM表并且有很多范围査询（由于MylSAM的前缀压缩）的时候。

考虑一下前面“在InnoDB中按主键顺序插入行” 一节提到的userinfo表。这个表有1

000 000行，对每个state id值大概有20 000条记录。在state id列有一个索引对下 面的査询有用，假设査询名为Q1 ：

**mysql> SELECT count（\*） FROM userinfo WHERE statejd=5；**

一个简单的测试表明该査询的执行速度大概是每秒115次（QPS）O还有一个相关査询需 要检索几个列的值，而不是只统计行数，假设名为Q2：

**mysql> SELECT state.id, city, address FROM userinfo WHERE state\_id=5；**

对于这个査询，测试结果QPS小于10注七提升该査询性能的最简单办法就是扩展索引为 （state\_id, city, address）,让索引能覆盖査询：

**mysql> ALTER TABLE userinfo DROP KEY state\_id,**

**-> ADD KEY state\_id\_2 （state\_id> city, address）;**

索引扩展后，Q2运行得更快了，但是Q1却变慢了。如果我们想让两个查询都变得更快， 就需要两个索引，尽管这样一来原来的单列索引是冗余的了。表5.3显示这两个査询在 不同的索引策略下的详细结果，分别使用MylSAM和InnoDB存储引擎。注意到只有

注17：这里使用了全内存的案例，如果表逐渐变大，导致工作负载变成I/O密集型时，性能测试结果差距 会更大。对于C0UNTO查询，覆盖索引性能提升100倍也是很有可能的。

state\_id\_2索引时，IimoDB引擎上的査询QI的性能下降并不明显，这是因为IrnioDB 没有使用索引压缩。

表5・3：使用不同索引策略的SELECT查洵的QPS测试结果

|  |  |  |  |
| --- | --- | --- | --- |
|  | 只有s tatejd | 只有 statejd\_2 | 同时有 state\_id 和 state\_id\_2 |
| **MylSAM, Q1** | 114.96 | 25.40 | 112.19 |
| **MyISAM, Q2** | 9.97 | 16.34 | 16.37 |
| **InnoDB, QI** | 108.55 | 100.33 | 107.97 |
| **InnoDB, Q2** | 12.12 | 28.04 | 28.06 |

有两个索引的缺点是索引成本更高。表5-4显示了向表中插入100万行数据所需要的 时间。

**|J87>**

表5・4：在使用不同索引策略时插入100万行数据的速度

只有 statejd 同时有 statejd 和 state\_id\_2

|  |  |  |
| --- | --- | --- |
| **InnoDB,**对两个索引都有足够的内容 | 8。秒 | 136秒 |
| **My ISAM,**只有一个索引有足够的内容 | 72秒 | 47。秒 |

可以看到，表中的索引越多插入速度会越慢。一般来说，增加新索引将会导致INSERT、 UPDATE. DELETE等操作的速度变慢，特别是当新增索引后导致达到了内存瓶颈的时候。

解决冗余索引和重复索引的方法很简单，删除这些索引就可以，但首先要做的是找出 这样的索引。可以通过写一些复杂的访问INFORMATION\_SCHEMA表的査询来找，不过还 有两个更简单的方法。可使用Shlomi Noach的*common schema*中的一些视图来定位， *common\_schema*是一系列可以安装到服务器上的常用的存储和视图*(<http://code.google>, com/p/common-schema/)* o这比自己编写査询要快而且简单。另外也可以使用Percona Toolkit中的*pt-duplicate-key-checker.* 具通过分析表结构来找出冗余和重复的索引。

对于大型服务器来说，使用外部的工具可能更合适些3如果服务器上有大量的数据或者 大量的表，査询INFORMATION\_SCHEMA表可能会导致性能问题。

在决定哪些索引可以被删除的时候要非常小心。回忆一下，在前面的InnoDB的示例表 中，因为二级索引的叶子节点包含了主键值，所以在列(A)上的索引就相当于在(A, ID) 上的索引。如果有像WHERE A = 5 ORDER BY ID这样的查询，这个索引会很有作用。但 如果将索引扩展为(A, B),则实际上就变成了 (A, B, ID),那么上面査询的ORDER BY子句 就无法使用该索引做排序，而只能用文件排序了。所以,建议使用Percona工具箱中的 *pt-upgrade*工具来仔细检査计划中的索引变更。

5.3.10未使用的索引

除了冗余索引和重复索引，可能还会有一些服务器永远不用的索引。这样的索引完全是 累赘，建议考虑删除注％有两个工具可以帮助定位未使用的索引。最简单有效的办法是 在Percona Server或者MariaDB中先打开userstates服务器变量（默认是关闭的），然 后让服务器正常运行一段时间，再通过查询INFORMATION\_SCHEMA. INDEX\_STATISTICS就 能査到每个索引的使用频率。

另外，还可以使用Percona Toolkit中的*pt-index-usage.*该工具可以读取查询日志，并 对日志中的每条査询进行EXPLAIN操作，然后打印出关于索引和査询的报告。这个工具<® 不仅可以找出哪些索引是未使用的，还可以了解査询的执行计划一一例如在某些情况 有些类似的査询的执行方式不一样，这可以帮助你定位到那些偶尔服务质量差的査询， 优化它们以得到一致的性能表现。该工具也可以将结果写入到MySQL的表中，方便査 询结果。

5.3.11索引和锁

索引可以让查询锁定更少的行。如果你的查询从不访问那些不需要的行，那么就会锁定 更少的行，从两个方面来看这对性能都有好处。首先，虽然InnoDB的行锁效率很高， 内存使用也很少，但是锁定行的时候仍然会带来额外开销,其次，锁定超过需要的行会 增加锁争用并减少并发性。

InnoDB R有在访问行的时候才会对其加锁，而索引能够减少InnoDB访问的行数，从 而减少锁的数量。但这只有当InnoDB在存储引擎层能够过滤掉所有不需要的行时才有 效。如果索引无法过滤掉无效的行，那么在InnoDB检索到数据并返回给服务器层以后， MySQL服务器才能应用WHERE子句注”。这时已经无法避免锁定行了 ： InnoDB已经锁住 了这些行，到适当的时候才释放。在MySQL 5.1和更新的版本中，InnoDB可以在服务 器端过滤掉行后就释放锁，但是在早期的MySQL版本中，IimoDB只有在事务提交后才 能释放锁。

通过下面的例子再次使用数据库Sakila很好地解释了这些情况：

**mysql> SET AUTOCOMMIT=O;**

**mysql> BEGIN;**

**mysql> SELECT actor\_id FROM sakila.actor WHERE actor\_id < 5**

**-> AND actoOd <> 1 FOR UPDATE; "**

注18：有些索引的功能相当于唯一约束，虽然该索引一直没有被查询使用，却可能是用于避免产生重复 数据的。

注19：再说一下，MySQL5.6对于这里的问题可能会有很大的帮助。

+ +

| actor\_id |

+ +

I 2 |

I 3 I

I 4 I

+ +

这条查询仅仅会返回2〜4之间的行，但是实际上获取了 1 ~ 4之间的行的排他锁。 InnoDB会锁住第1行，这是因为MySQL为该査询选择的执行计划是索引范围扫描：

mysql> **EXPLAIN SELECT actor\_id FROM sakila.actor**

**-> WHERE actor\_id < 5 AND actor\_id <> 1 FOR UPDATE;**

+----+ + + + + +

| id | select\_type | table | type | key | Extra |

I 189 > +----+ + + + + +

| 1 | SIMPLE | actor | range | PRIMARY | Using where; Using index |

+----+ + +-- + + +

换句话说，底层存储引擎的操作是“从索引的开头开始获取满足条件actor\_id v 5的 记录”，服务器并没有告诉InnoDB可以过滤第1行的WHERE条件。注意到EXPLAIN的 Extra列出现了 “Using where”，这表示MySQL服务器将存储引擎返回行以后再应用 WHERE过滤条件。

下面的第二个査询就能证明第1行确实已经被锁定，尽管第一个査询的结果中并没有这 个第1行。保持第一个连接打开，然后开启第二个连接并执行如下査询：

**mysql> SET AUTOCOMMIT=O;**

mysql> **BEGIN;**

mysql> **SELECT actor\_id FROM sakila.actor WHERE actor\_id = 1 FOR UPDATE;**

这个査询将会挂起，直到第一个事务释放第1行的锁。这个行为对于基于语句的复制（将 在第10章讨论）的正常运行来说是必要的。注&

就像这个例子显示的，即使使用了索引，InnoDB也可能锁住一些不需要的数据。如果 不能使用索引査找和锁定行的话问题可能会更糟糕，MySQL会做全表扫描并锁住所有 的行，而不管是不是需要。

关于InnoDB.索引和锁有一些很少有人知道的细节：InnoDB在二级索引上使用共享 （读）锁，但访问主键索引需要排他（写）锁。这消除了使用覆盖索引的可能性，并且 使得SELECT FOR UPDATE比LOCK IN SHARE MODE或非锁定査询要慢很多。

注20：尽管理论上使用基于行的日志模式时，在某些事务隔离级别下，服务器不再需要锁定行，但实践 中经常发现无法实现这种预期的行为。直到MySQL 5.6.3版本，在read-commit隔离级别和基于行 的日志模式下，这个例子还是会导致锁。

5.4索引案例学习

理解索引最好的办法是结合示例，所以这里准备了一个索引的案例。

假设要设计一个在线约会网站，用户信息表有很多列，包括国家、地区、城市、性别、 眼睛颜色，等等。网站必须支持上面这些特征的各种组合来搜索用户，还必须允许根据 用户的最后在线时间、其他会员对用户的评分等对用户进行排序并对结果进行限制。如 何设计索引满足上面的复杂需求呢？

出人意料的是第一件需要考虑的事情是需要使用索引来排序，还是先检索数据再排序。 使用索引排序会严格限制索引和査询的设计。例如，如果希望使用索引做根据其他会员 对用户的评分的排序，则WHERE条件中的age BEWEEN 18 AND 25就无法使用索引。如 果MySQL使用某个索引进行范围查询，也就无法再使用另一个索引（或者是该索引的 后续字段）进行排序了。如果这是很常见的WHERE条件，那么我们当然就会认为很多査 询需要做排序操作（例如文件排序filesort）。

<W0~|

5.4.1支持多种过濾条件

现在需要看看哪些列拥有很多不同的取值，哪些列在WHERE子句中出现得最频繁。在有 更多不同值的列上创建索引的选择性会更好。一般来说这样做都是对的，因为可以让 MySQL更有效地过滤掉不需要的行。

country列的选择性通常不高，但可能很多査询都会用到。sex列的选择性肯定很低，但 也会在很多査询中用到。所以考虑到使用的频率，还是建议在创建不同组合索引的时候 将（sex, country）列作为前缀。

但根据传统的经验不是说不应该在选择性低的列上创建索引的吗？那为什么这里要将两 个选择性都很低的字段作为索引的前缀列？我们的脑子坏了 ？

我们的脑子当然没坏。这么做有两个理由：第一点，如前所述几乎所有的査询都会用到 sex列。前面曾提到，几乎每一个査询都会用到sex列，甚至会把网站设计成每次都只 能按某一种性别搜索用户。更重要的一点是，索引中加上这一列也没有坏处，即使査询 没有使用sex列也可以通过下面的“诀窍”绕过。

这个“诀窍”就是：如果某个査询不限制性别，那么可以通过在査询条件中新增AND SEX INCm'/f'）来让MySQL选择该索弓I。这样写并不会过滤任何行，和没有这个条件 时返回的结果相同。但是必须加上这个列的条件，MySQL才能够匹配索引的最左前缀。 这个“诀窍”在这类场景中非常有效，但如果列有太多不同的值，就会让IN（）列表太长, 这样做就不行了。

这个案例显示了一个基本原则：考虑表上所有的选项。当设计索引时，不要只为现有的 査询考虑需要哪些索引，还需要考虑对査询进行优化。如果发现某些查询需要创建新索 弓I,但是这个索引又会降低另一些査询的效率，那么应该想一下是否能优化原来的查询。 应该同时优化査询和索引以找到最佳的平衡，而不是闭门造车去设计最完美的索引。

H9T> 接下来，需要考虑其他常见WHERE条件的组合，并需要了解哪些组合在没有合适索引的 情况下会很幔。(sex, country, age)上的索引就是一个很明显的选择，另外很有可能还 需要(sex, country, region, age)和(sex, country, region, city, age)这样的组合索引。

这样就会需要大量的索引。如果想尽可能重用索引而不是建立大量的组合索引，可以 使用前面提到的IN()的技巧来避免同时需要(sex, country, age)和(sex, country, region, age)的索引。如果没有指定这个字段搜索，就需要定义一个全部国家列表，或 者国家的全部地区列表，来确保索引前缀有同样的约束(组合所有国家、地区、性别将 会是一个非常大的条件)。

这些索引将满足大部分最常见的搜索査询，但是如何为一些生僻的搜索条件(比如has\_ pictures, eye color, hair color和education)来设计索引呢？这些列的选择性高、 使用也不频繁，可以选择忽略它们，让MySQL多扫描一些额外的行即可。另一个可选 的方法是在age列的前面加上这些列，在査询时使用前面提到过的IN()技术来处理搜索 时没有指定这些列的场景。

你可能已经注意到了，我们一直将age列放在索引的最后面。age列有什么特殊的地方 吗？为什么要放在索引的最后？我们总是尽可能让MySQL使用更多的索引列，因为査 询只能使用索引的最左前缀，直到遇到第一个范围条件列。前面提到的列在WHERE子句 中都是等于条件，但是age列则多半是范围査询(例如査找年龄在18〜25岁之间的人)。

当然，也可以使用IN()来代替范围査询，例如年龄条件改写为IN(18, 19, 20, 21, 22, 23, 24, 25),但不是所有的范围查询都可以转换。这里描述的基本原则是，尽可能 将需要做范围査询的列放到索引的后面，以便优化器能使用尽可能多的索引列。

前面提到可以在索引中加入更多的列，并通过IN()的方式覆盖那些不在WHERE子句中的 列。但这种技巧也不能滥用，否则可能会带来麻烦。因为每额外增加一个珈()条件，优 化器需要做的组合都将以指数形式增加，最终可能会极大地降低査询性能。考虑下面的 WHERE子句：

WHERE eye\_color IN('brown','blue \*, \* hazel')

AND hair\_color IN('black','red','blonde','brown')

AND sex ~ INCM'/F')

优化器则会转化成4x3x2 = 24种组合，执行计划需要检査WHERE子句中所有的24种组合。对于MySQL来说，24种组合并不是很夸张，但如果组合数达到上千个则需要特 别小心。老版本的MySQL在IN()组合条件过多的时候会有很多问题。查询优化可能需 要花很多时间，并消耗大量的内存。新版本的MySQL在组合数超过一定数量后就不再 进行执行计划评估了*，*这可能会导致MySQL不能很好地利用索引。

5.4.2避免多个范围条件 <392~|

假设我们有一个last\_online列并希望通过下面的査询显示在过去几周上线过的用户：

IN('brown','blue','hazel')

WHERE eye\_color AND hair\_color AND sex

AND last\_online

AND age

IN(\*black\*,'red'/blonde',1 brown1) INCM'/F')

> DATE\_SUB(NOW(), INTERVAL 7 DAY) 旺TWEEN 18 AND 25

什么是范围条件？

从EXPLAIN的输出很难区分MySQL是要查询范围值，还是查询列表值。EXPLAIN 使用同样的词MrangeM来描述这两种情况。例如，从type列来看，MySQL会把 下面这种查询当作是KrangeM类型：

**mysql> EXPLAIN SELECT actor\_id FROM sakila.actor**

**-> WHERE actorjd > 45\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1

select\_type: SIMPLE

table: actor type: range

但是下面这条查询呢？

mysql> **EXPLAIN SELECT actor id FROM sakila.actor**

**-> WHERE actor\_id IN(1,~4, 99)\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1

select\_type: SIMPLE

table: actor type: range

从EXPLAIN的结果是无法区分这两者的，但可以从值的范围和多个等于条件来得出 不同。在我们看来，第二个查询就是多个等值条件查询。

我们不是挑剔：这两种访问效率是不同的。对于范围条件查询，MySQL无法再使 用范围列后面的其他索引列了，但是对于“多个等值条件查询”则没有这个限制。 这个査询有一个问题：它有两个范围条件，last\_online列和age列，MySQL可以使用 last\_online列索引或者age列索引，但无法同时使用它们。

如果条件中只有last online而没有age,那么我们可能考虑在索引的后面加上last\_ online列。这里考虑如果我们无法把age字段转换为一个IN ()的列表，并且仍要求对 于同时有last\_online和age这两个维度的范围査询的速度很快，那该怎么办？答案是， 很遗憾没有一个直接的办法能够解决这个问题。但是我们能够将其中的一个范围查询转 换为一个简单的等值比较。为了实现这一点，我们需要事先计算好一个active列，这个 [» 字段由定时任务来维护。当用户每次登录时，将对应值设置为1,并且将过去连续七天 未曾登录的用户的值设置为0。

这个方法可以让MySQL使用(active, sex, country, age)索引。active列并不是完全 精确的，但是对于这类査询来说，对精度的要求也没有那么高。如果需要精确数据，可 以把last\_online列放到WHERE子句，但不加入到索引中。这和本章前面通过计算URL 哈希值来实现URL的快速査找类似。所以这个查询条件没法使用任何索引，但因为这 个条件的过滤性不高，即使在索引中加入该列也没有太大的帮助。换个角度来说，缺乏 合适的索引对该查询的影响也不明显。

到目前为止，我们可以看到：如果用户希望同时看到活跃和不活跃的用户，可以在查 询中使用IN()列表。我们已经加入了很多这样的列表，但另外一个可选的方案就只能 是为不同的组合列创建单独的索引。至少需要建立如下的索引:(active, sex, country, age), (active, country, age), (sex, country, age)和(country, age)。这些索引对某 个具体的查询来说可能都是更优化的，但是考虑到索引的维护和额外的空间占用的代价， 这个可选方案就不是一个好策略了。

在这个案例中，优化器的特性是影响索引策略的一个很重要的因素。如果未来版本的 MySQL能够实现松散索引扫描，就能在一个索引上使用多个范围条件，那也就不需要 为上面考虑的这类査询使用IN()列表了。

5.4.3优化排序

在这个学习案例中，最后要介绍的是排序。使用文件排序对小数据集是很快的，但如果 一个査询匹配的结果有上百万行的话会怎样？例如如果WHERE子句只有sex列，如何排 序？

对于那些选择性非常低的列，可以增加一些特殊的索引来做排序。例如，可以创建(sex, rating)索引用于下面的査询：

mysql> **SELECT** *<cols>* **FROM profiles WHERE sex=\*M' ORDER BY rating LIMIT 10;**

这个査询同时使用了 ORDER BY和LIMIT,如果没有索引的话会很慢。

即使有索引，如果用户界面上需要翻页，并且翻页翻到比较靠后时査询也可能非常慢。 下面这个査询就通过ORDER BY和LIMIT偏移量的组合翻页到很后面的时候：

mysql> **SELECT** *<cols>* **FROM profiles WHERE sex=,M, ORDER BY rating LIMIT 100000, 10;**

无论如何创建索引，这种査询都是个严重的问题。因为随着偏移量的增加，MySQL需 要花费大量的时间来扫描需要丢弃的数据。反范式化、预先计算和缓存可能是解决这类 査询的仅有策略。一个更好的办法是限制用户能够翻页的数量，实际上这对用户体验的 影响不大，因为用户很少会真正在乎搜索结果的第10 000页。

优化这类索引的另一个比较好的策略是使用延迟关联，通过使用覆盖索引査询返回需要 的主键，再根据这些主键关联原表获得需要的行。这可以减少MySQL扫描那些需要丢 弃的行数。下面这个査询显示了如何高效地使用(sex, rating)索引进行排序和分页：

mysql> **SELECT** *<cols>* **FROM profiles INNER JOIN (**

**-> SELECT** *<primary key cols>* **FROM profiles**

**-> WHERE x.sex=,M, ORDER BY rating LIMIT 100000^ 10**

**-> )AS x USING***key cols>);*

5.5维护索引和表

即使用正确的类型创建了表并加上了合适的索引，工作也没有结束：还需要维护表和索 引来确保它们都正常工作。维护表有三个主要的目的：找到并修复损坏的表，维护准确 的索引统计信息，减少碎片。

5.5.1找到并修复损坏的表

表损坏(corruption)是很糟糕的事情。对于MylSAM存储引擎，表损坏通常是系统崩 溃导致的。其他的引擎也会由于硬件问题、MySQL本身的缺陷或者操作系统的问题导 致索引损坏。

损坏的索引会导致査询返回错误的结果或者莫须有的主键冲突等问题，严重时甚至还会 导致数据库的崩溃。如果你遇到了古怪的问题——例如一些不应该发生的错误一可以 尝试运行CHECK TABLE来检査是否发生了表损坏(注意有些存储引擎不支持该命令；而 有些引擎则支持以不同的选项来控制完全检査表的方式)。CHECK TABLE通常能够找出大 多数的表和索引的错误。

可以使用REPAIR TABLE命令来修复损坏的表，但同样不是所有的存储引擎都支持该命令。 如果存储引擎不支持，也可通过一个不做任何操作(no-op)的ALTER操作来重建表，例 如修改表的存储引擎为当前的引擎。下面是一个针对IimoDB表的例子：

**mysql> ALTER TABLE innodb\_tbl ENGINE=INNODB;**

此外，也可以使用一些存储引擎相关的离线工具，例如*myisamchk.*或者将数据导出一份， 然后再重新导入。不过，如果损坏的是系统区域，或者是表的“行数据”区域，而不是 索引，那么上面的办法就没有用了。在这种情况下，可以从备份中恢复表，或者尝试从 损坏的数据文件中尽可能地恢复数据。

□?5> 如果InnoDB引擎的表出现了损坏，那么一定是发生了严重的错误，需要立刻调査一下 原因。InnoDB 一般不会出现损坏。InnoDB的设计保证了它并不容易被损坏。如果发生 损坏，一般要么是数据库的硬件问题例如内存或者磁盘问题(有可能)，要么是由于数 据库管理员的错误例如在MySQL外部操作了数据文件(有可能)，抑或是InnoDB本身 的缺陷(不太可能)。常见的类似错误通常是由于尝试使用加，攸备份InnoDB导致的。 不存在什么查询能够让InnoDB表损坏，也不用担心暗处有“陷阱”。如果某条査询导致 InnoDB数据的损坏，那一定是遇到了 bug,而不是査询的问题。

如果遇到数据损坏，最重要的是找出是什么导致了损坏，而不只是简单地修复，否则 很有可能还会不断地损坏。可以通过设置innodb\_force\_recovery参数进入InnoDB的 强制恢复模式来修复数据，更多细节可以参考MySQL手册。另外，还可以使用开源的 InnoDB数据恢复工具箱(InnoDB Data Recovery Toolkit)直接从InnoDB数据文件恢复出 数据(下载地址：*<http://www.percona.coin/software/inysql-innodb-data-recovery-tools/>) °*

5.5.2更新索引统计信息

MySQL的査询优化器会通过两个API来了解存储引擎的索引值的分布信息，以决定 如何使用索引。第一个API是records\_in\_range(),通过向存储引擎传入两个边界 值获取在这个范围大概有多少条记录。对于某些存储引擎，该接口返回精确值，例如 MylSAM ；但对于另一些存储引擎则是一个估算值，例如InnoDB。

第二个API是info(),该接口返回各种类型的数据，包括索引的基数(每个键值有多少 条记录)。

如果存储引擎向优化器提供的扫描行数信息是不准确的数据，或者执行计划本身太复杂 以致无法准确地获取各个阶段匹配的行数，那么优化器会使用索引统计信息来估算扫描 行数。MySQL优化器使用的是基于成本的模型，而衡量成本的主要指标就是一个査询 需要扫描多少行。如果表没有统计信息，或者统计信息不准确，优化器就很有可能做出错误的决定。可以通过运行ANALYZE TABLE来重新生成统计信息解决这个问题。

每种存储引擎实现索引统计信息的方式不同，所以需要进行ANALYZE TABLE的频率也因 不同的引擎而不同，每次运行的成本也不同：

* Memory引擎根本不存储索引统计信息。
* MylSAM将索引统计信息存储在磁盘中，ANALYZE TABLE需要进行一次全索引扫描 来计算索引基数。在整个过程中需要锁表。
* 直到MySQL 5.5版本，InnoDB也不在磁盘存储索引统计信息，而是通过随机的索＜J9T| 引访问进行评估并将其存储在内存中。

可以使用SHOW INDEX FROM命令来查看索引的基数(Cardinality) o例如：

mysql> **SHOW INDEX FROM sakila.actor\G** \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* actor

Table:

Non\_unique:

Key\_name: Seq\_in\_index: Column\_name: Collation: Cardinality:

Sub\_part: Packed: Null: Index\_type: Comment:

0

PRIMARY

1 actorid A

200

NULL

NULL

BTREE

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2 row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

actor

Table: Non\_unique: Key\_name: Seq\_in\_index: Column\_name: Collation: Cardinality: Sub\_part: Packed: Null: Indextype: Comment:

1 idx\_actor\_last\_name

1 ~ last\_name A ~ 200 NULL NULL

BTREE

这个命令输出了很多关于索引的信息，在MySQL手册中对上面每个字段的含义都有 详细的解释。这里需要特别提及的是索引列的基数(Cardinality),其显示了存储 引擎估算索引列有多少个不同的取值。在MySQL 5.0和更新的版本中，还可以通过 INFORMATION\_SCHEMA.STATISTICS表很方便地査询到这些信息。例如基于INFORMATION, SCHEMA的表，可以编写一个査询给出当前选择性比较低的索引。需要注意的是，如果服 务器上的库表非常多，则从这里获取元数据的速度可能会非常慢，而且会给MySQL带 来额外的压力。

InnoDB的统计信息值得深入研究。IimoDB引擎通过抽样的方式来计算统计信息，首先 随机地读取少量的索引页面，然后以此为样本计算索引的统计信息。在老的InnoDB版 本中，样本页面数是8,新版本的InnoDB可以通过参数innodb\_stats\_sample\_pages来 设置样本页的数量。设置更大的值，理论上来说可以帮助生成更准确的索引信息，特别 是对于某些超大的数据表来说，但具体设置多大合适依赖于具体的环境。

H97> InnoDB会在表首次打开，或者执行ANALYZE TABLE,抑或表的大小发生非常大的变化 （大小变化超过十六分之一或者新插入了 20亿行都会触发）的时候计算索引的统计信息。

InnoDB 在打开某些 INFORMATION\_SCHEMA 表，或者使用 SHOW TABLE STATUS 和 SHOW INDEX,抑或在MySQL客户端开启自动补全功能的时候都会触发索引统计信息的更新。 如果服务器上有大量的数据，这可能就是个很严重的问题，尤其是当I/O比较慢的时候。 客户端或者监控程序触发索引信息采样更新时可能会导致大量的锁，并给服务器带来很 多的额外压力，这会让用户因为启动时间漫长而沮丧。只要SHOW INDEX査看索引统计信 息，就一定会触发统计信息的更新。可以关闭innodb\_stats\_on\_metadata参数来避免上 面提到的问题。

如果使用Percona版本，使用的就是XtraDB引擎而不是原生的InnoDB引擎，那么可以 通过innodb\_stats\_auto\_叩date参数来禁止通过自动采样的方式更新索引统计信息，这 时需要手动执行ANALYZE TABLE命令来更新统计信息。如果某些査询执行计划很不稳定 的话，可以用该办法固化査询计划。我们当初引入这个参数也正是为了解决一些客户的 这种问题。

如果想要更稳定的执行计划，并在系统重启后更快地生成这些统计信息，那么可以使用 系统表来持久化这些索引统计信息。甚至还可以在不同的机器间迁移索引统计信息，这 样新环境启动时就无须再收集这些数据。在Percona 5.1版本和官方的5.6版本都已经加 入这个特性。在Percona版本中通过innodb\_use\_sys\_stats\_table参数可以启用该特性， 官方5.6版本则通过innodb analyze is persistent参数控制。

一旦关闭索引统计信息的自动更新，那么就需要周期性地使用ANALYZE TABLE来手动更 新。否则，索引统计信息就会永远不变。如果数据分布发生大的变化，可能会出现一些 很糟糕的执行计划。

5.5.3减少索引和数据的碎片

B-Tree索引可能会碎片化，这会降低査询的效率。碎片化的索引可能会以很差或者无序 的方式存储在磁盘上。

根据设计，B-Tree需要随机磁盘访问才能定位到叶子页，所以随机访问是不可避免的。 然而，如果叶子页在物理分布上是顺序且紧密的，那么査询的性能就会更好。否则，对 于范围査询、索引覆盖扫描等操作来说，速度可能会降低很多倍;对于索引覆盖扫描这 一点更加明显。

表的数据存储也可能碎片化。然而，数据存储的碎片化比索引更加复杂。有三种类型的 数据碎片。

行碎片(Row fragmentation)

这种碎片指的是数据行被存储为多个地方的多个片段中。即使査询只从索引中访问 一行记录，行碎片也会导致性能下降。

行间碎片(Intra-row fragmentation)

行间碎片是指逻辑上顺序的页，或者行在磁盘上不是顺序存储的。行间碎片对诸如 全表扫描和聚簇索引扫描之类的操作有很大的影响，因为这些操作原本能够从磁盘 上顺序存储的数据中获益。

剩余空间碎片(Free space fragmentation)

剩余空间碎片是指数据页中有大量的空余空间。这会导致服务器读取大量不需要的 数据，从而造成浪费。

对于MylSAM表，这三类碎片化都可能发生。但InnoDB不会出现短小的行碎片； InnoDB会移动短小的行并重写到一个片段中。

可以通过执行OPTIMIZE TABLE或者导出再导入的方式来重新整理数据。这对多数存储引 擎都是有效的。对于一些存储引擎如MylSAM,可以通过排序算法重建索引的方式来消 除碎片。老版本的InnoDB没有什么消除碎片化的另法。不过最新版本InnoDB新增了“在 线”添加和删除索引的功能，可以通过先删除，然后再重新创建索引的方式来消除索引 的碎片化。

对于那些不支持OPTIMIZE TABLE的存储引擎，可以通过一个不做任何操作(no-op)的 ALTER TABLE操作来重建表。只需要将表的存储引擎修改为当前的引擎即可：

**mysql> ALTER TABLE** *<table>* **ENGINE=<en^ine>;**

对于开启了 expand fast index creation参数的Percona Server,按这种方式重建表， 则会同时消除表和索引的碎片化。但对于标准版本的MySQL则只会消除表(实际上是 聚簇索引)的碎片化。可用先删除所有索引，然后重建表，最后重新创建索引的方式模 拟Percona Server的这个功能。

应该通过一些实际测量而不是随意假设来确定是否需要消除索引和表的碎片化。Percona 的XtraBackup有个*-stats*参数以非备份的方式运行，而只是打印索引和表的统计情况, 包括页中的数据量和空余空间。这可以用来确定数据的碎片化程度。另外也要考虑数据 是否已经达到稳定状态,如果你进行碎片整理将数据压缩到一起，可能反而会导致后续 的更新操作触发一系列的页分裂和重组，这会对性能造成不良的影响（直到数据再次达 到新的稳定状态）。

5.6总结

[J99>

通过本章可以看到，索引是一个非常复杂的话题！ MySQL和存储引擎访问数据的方式， 加上索引的特性，使得索引成为一个影响数据访问的有力而灵活的工作（无论数据是在 磁盘中还是在内存中）O

在MySQL中，大多数情况下都会使用B-Tree索引。其他类型的索引大多只适用于特殊 的目的。如果在合适的场景中使用索引，将大大提高査询的响应时间。本章将不再介绍 更多这方面的内容了，最后值得总的回顾一下这些特性以及如何使用B-Tree索引。

在选择索引和编写利用这些索引的査询时，有如下三个原则始终需要记住：

1. 单行访问是很慢的。特别是在机械硬盘存储中（SSD的随机I/O要快很多，不过这 一点仍然成立）。如果服务器从存储中读取一个数据块只是为了获取其中一行，那么 就浪费了很多工作。最好读取的块中能包含尽可能多所需要的行。使用索引可以创 建位置引用以提升效率。
2. 按顺序访问范围数据是很快的，这有两个原因。第一，顺序I/O不需要多次磁盘寻道， 所以比随机I/O要快很多（特别是对机械硬盘）。第二，如果服务器能够按需要顺序 读取数据，那么就不再需要额外的排序操作，并且GROUP BY査询也无须再做排序和 将行按组进行聚合计算了。
3. 索引覆盖査询是很快的。如果一个索引包含了査询需要的所有列，那么存储引擎就 不需要再回表査找行。这避免了大量的单行访问，而上面的第1点已经写明单行访 问是很慢的。

总的来说，编写查询语句时应该尽可能选择合适的索引以避免单行査找、尽可能地使用 数据原生顺序从而避免额外的排序操作，并尽可能使用索引覆盖査询。这与本章开头提 到的Lahdenmaki和Leach的书中的"三星”评价系统是一致的。

如果表上的每一个査询都能有一个完美的索引来满足当然是最好的。但不幸的是，要这 么做有时可能需要创建大量的索引。还有一些时候对某些査询是不可能创建一个达到“三 星”的索引的（例如查询要按照两个列排序，其中一个列正序，另一个列倒序）。这时 必须有所取舍以创建最合适的索引，或者寻求替代策略（例如反范式化，或者提前计算

汇总表等）。

理解索引是如何工作的非常重要，应该根据这些理解来创建最合适的索引，而不是根据 一些诸如“在多列索引中将选择性最高的列放在第一列”或“应该为WHERE子句中出现 的所有列创建索引”之类的经验法则及其推论。

那如何判断一个系统创建的索引是合理的呢？ 一般来说，我们建议按响应时间来对査询 进行分析。找出那些消耗最长时间的査询或者那些给服务器带来最大压力的查询（第3 章中介绍了如何测量），然后检査这些查询的schema. SQL和索引结构，判断是否有査 询扫描了太多的行，是否做了很多额外的排序或者使用了临时表，是否使用随机I/O访 问数据，或者是有太多回表査询那些不在索引中的列的操作。

**<2001**

如果一个査询无法从所有可能的索引中获益，则应该看看是否可以创建一个更合适的索 引来提升性能。如果不行，也可以看看是否可以重写该査询，将其转化成一个能够高效 利用现有索引或者新创建索引的査询。这也是下一章要介绍的内容。

如果根据第3章介绍的基于响应时间的分析不能找出有问题的査询呢？是否可能有我们 没有注意到的“很糟糕”的査询，需要一个更好的索引来获取更高的性能？ 一般来说， 不可能。对于诊断时抓不到的査询，那就不是问题。但是，这个査询未来有可能会成为 问题，因为应用程序、数据和负载都在变化。如果仍然想找到那些索引不是很合适的査询， 并在它们成为问题前进行优化，则可以使用*pt-query-digest*的査询审査"review”功能， 分析其EXPLAIN出来的执行计划。

第**6**章也

査询性能优化

前面的章节我们介绍了如何设计最优的库表结构、如何建立最好的索引，这些对于高性 能来说是必不可少的。但这些还不够一一还需要合理的设计査询。如果査询写得很糟糕， 即使库表结构再合理、索引再合适，也无法实现高性能。

査询优化、索引优化、库表结构优化需要齐头并进，一个不落。在获得编写MySQL査 询的经验的同时，也将学习到如何为高效的査询设计表和索引。同样的，也可以学习到 在优化库表结构时会影响到哪些类型的査询。这个过程需要时间，所以建议大家在学习 后面章节的时候多回头看看这三章的内容。

本章将从査询设计的一些基本原则开始——这也是在发现査询效率不高的时候首先需要 考虑的因素。然后会介绍一些更深的査询优化的技巧，并会介绍一些MySQL优化器内 部的机制。我们将展示MySQL是如何执行査询的，你也将学会如何去改变一个査询的 执行计划。最后，我们要看一下MySQL优化器在哪些方面做得还不够，并探索査询优 化的模式，以帮助MySQL更有效地执行査询。

本章的目标是帮助大家更深刻地理解MySQL如何真正地执行査询，并明白高效和低效 的原因何在，这样才能充分发挥MySQL的优势，并避开它的弱点。

6.1为什么査询速度会慢

在尝试编写快速的査询之前，需要清楚一点，真正重要是响应时间。如果把査询看作是 一个任务，那么它由一系列子任务组成，每个子任务都会消耗一定的时间。如果要优化 查询，实际上要优化其子任务，要么消除其中一些子任务，要么减少子任务的执行次数，

要么让子任务运行得更快注1。

[» MySQL在执行査询的时候有哪些子任务，哪些子任务运行的速度很慢？这里很难给出 完整的列表，但如果按照第3章介绍的方法对査询进行剖析，就能看到査询所执行的子 任务。通常来说，査询的生命周期大致可以按照顺序来看：从客户端，到服务器，然后 在服务器上进行解析，生成执行计划，执行，并返回结果给客户端。其中“执行”可以 认为是整个生命周期中最重要的阶段，这其中包括了大量为了检索数据到存储引擎的调 用以及调用后的数据处理，包括排序、分组等。

在完成这些任务的时候，査询需要在不同的地方花费时间，包括网络，CPU计算，生成 统计信息和执行计划、锁等待（互斥等待）等操作，尤其是向底层存储引擎检索数据的 调用操作,这些调用需要在内存操作、CPU操作和内存不足时导致的I/O操作上消耗时间。 根据存储引擎不同，可能还会产生大量的上下文切换以及系统调用。

在每一个消耗大量时间的査询案例中，我们都能看到一些不必要的额外操作、某些操作 被额外地重复了很多次、某些操作执行得太慢等。优化査询的目的就是减少和消除这些

.操作所花费的时间。

再次申明一点，对于一个查询的全部生命周期,上面列的并不完整。这里我们只是想说明: 了解査询的生命周期、清楚査询的时间消耗情况对于优化査询有很大的意义。有了这些 概念，我们再一起来看看如何优化査询。

6.2慢查询基础:优化数据访问

査询性能低下最基本的原因是访问的数据太多。某些查询可能不可避免地需要筛选大量 数据，但这并不常见。大部分性能低下的査询都可以通过减少访问的数据量的方式进行 优化。对于低效的査询，我们发现通过下面两个步骤来分析总是很有效：

1. 确认应用程序是否在检索大量超过需要的数据。这通常意味着访问了太多的行，但 有时候也可能是访问了太多的列。
2. 确认MySQL服务器层是否在分析大量超过需要的数据行。

6.2.1是否向数据库请求了不需要的数据

有些査询会请求超过实际需要的数据，然后这些多余的数据会被应用程序丢弃。这会给

注1: 有时候你可能还需要修改一些查询，减少这些查询对系统中运行的其他查询的影响。这种，情况下, 你是在减少一个查询的资源消耗，这我们在第3章已经讨论过。

MySQL服务器带来额外的负担，并增加网络开销注2,另外也会消耗应用服务器的CPU 和内存资源。

这里有一些典型案例：

查询不需要的记录

一个常见的错误是常常会误以为MySQL会只返回需要的数据，实际上MySQL却 是先返回全部结果集再进行计算。我们经常会看到一些了解其他数据库系统的人会 设计出这类应用程序。这些开发者习惯使用这样的技术，先使用SELECT语句査询大 量的结果，然后获取前面的N行后关闭结果集(例如在新闻网站中取出100条记录， 但是只是在页面上显示前面10条)。他们认为MySQL会执行査询，并只返回他们 需要的10条数据，然后停止査询。实际情况是MySQL会査询出全部的结果集，客 户端的应用程序会接收全部的结果集数据，然后抛弃其中大部分数据。最简单有效 的解决方法就是在这样的査询后面加上LIMITO

多表关联时返回全部列

如果你想査询所有在电影*Academy Dinosaur*中出现的演员，千万不要按下面的写法 编写查询：

mysql> **SELECT \* FROM sakila.actor**

**-> INNER JOIN sakila.film actor USING(actor\_id)**

**-> INNER JOIN sakila.film"uSING(film\_id) -**

**-> WHERE sakila.film.title = 'Academy Dinosaur';**

这将返回这三个表的全部数据列。正确的方式应该是像下面这样只取需要的列：

mysql> **SELECT sakila.actor.\* FROM sakila.actor..**

总是取出全部列

每次看到SELECT \*的时候都需要用怀疑的眼光审视，是不是真的需要返回全部的 列？很可能不是必需的。取出全部列，会让优化器无法完成索引覆盖扫描这类优化， 还会为服务器带来额外的I/O、内存和CPU的消耗。因此，一些DBA是严格禁止 SELECT \*的写法的，这样做有时候还能避免某些列被修改带来的问题。

当然，査询返回超过需要的数据也不总是坏事。在我们研究过的许多案例中，人们 会告诉我们说这种有点浪费数据库资源的方式可以简化开发，因为能提高相同代码 片段的复用性，如果清楚这样做的性能影响，那么这种做法也是值得考虑的。如果 应用程序使用了某种缓存机制，或者有其他考虑，获取超过需要的数据也可能有其 好处，但不要忘记这样做的代价是什么。获取并缓存所有的列的査询，相比多个独

注2： 如果应用服务器和数据库不在同一台主机上，网络开销就显得很明显了。即使是在同一台服务器

上仍然会有数据传输的开销。

立的只获取部分列的査询可能就更有好处。

重复查询相同的数据

如果你不太小心，很容易出现这样的错误一一不断地重复执行相同的査询，然后每 次都返回完全相同的数据。例如，在用户评论的地方需要査询用户头像的URL,那 么用户多次评论的时候，可能就会反复査询这个数据。比较好的方案是，当初次査 询的时候将这个数据缓存起来，需要的时候从缓存中取出，这样性能显然会更好。

S> 6.2.2 MySQL是否在扫描额外的记录

在确定査询只返回需要的数据以后，接下来应该看看査询为了返回结果是否扫描了过多 的数据。对于MySQL,最简单的衡量査询开销的三个指标如下：

* 响应时间
* 扫描的行数
* 返回的行数

没有哪个指标能够完美地衡量查询的开销，但它们大致反映了 MySQL在内部执行查 询时需要访问多少数据，并可以大概推算出査询运行的时间。这三个指标都会记录到 MySQL的慢日志中，所以检査慢日志记录是找出扫描行数过多的査询的好办法。

响应时间

要记住，响应时间只是一个表面上的值。这样说可能看起来和前面关于响应时间的说法 有矛盾？其实并不矛盾，响应时间仍然是最重要的指标，这有一点复杂，后面细细道来。

响应时间是两个部分之和：服务时间和排队时间。服务时间是指数据库处理这个査询 真正花了多长时间。排队时间是指服务器因为等待某些资源而没有真正执行査询的时 间——可能是等I/O操作完成，也可能是等待行锁，等等。遗憾的是，我们无法把响应 时间细分到上面这些部分，除非有什么办法能够逐个测量上面这些消耗，不过很难做到。 一般最常见和重要的等待是I/O和锁等待，但是实际情况更加复杂。

所以在不同类型的应用压力下，响应时间并没有什么一致的规律或者公式。诸如存储引 擎的锁（表锁、行锁）、髙并发资源竞争、硬件响应等诸多因素都会影响响应时间。所以， 响应时间既可能是一个问题的结果也可能是一个问题的原因，不同案例情况不同，除非 能够使用第3章的“单个査询问题还是服务器问题” 一节介绍的技术来确定到底是因还 是果。

当你看到一个査询的响应时间的时候，首先需要问问自己，这个响应时间是否是一个 合理的值。实际上可以使用“快速上限估计”法来估算査询的响应时间，这是由Tapio

Lahdenmaki 和 Mike Leach 编写的 *Relational Database Index Design and the Optimizers* （Wiley出版社）一书提到的技术，限于篇幅，在这里不会详细展开。概括地说，了解这 个查询需要哪些索引以及它的执行计划是什么，然后计算大概需要多少个顺序和随机I/O, 再用其乘以在具体硬件条件下一次I/O的消耗时间。最后把这些消耗都加起来，就可以 获得一个大概参考值来判断当前响应时间是不是一个合理的值。

扫描的行数和返回的行数

分析査询时，査看该査询扫描的行数是非常有帮助的。这在一定程度上能够说明该查询 找到需要的数据的效率高不高。

对于找出那些“糟糕”的査询，这个指标可能还不够完美，因为并不是所有的行的访问 代价都是相同的。较短的行的访问速度更快，内存中的行也比磁盘中的行的访问速度要 快得多。

理想情况下扫描的行数和返回的行数应该是相同的。但实际情况中这种“美事”并不多。 例如在做一个关联查询时，服务器必须要扫描多行才能生成结果集中的一行。扫描的行 数对返回的行数的比率通常很小，一般在1:1和10:1之间，不过有时候这个值也可能非 常非常大。

扫描的行数和访问类型

在评估查询开销的时候，需要考虑一下从表中找到某一行数据的成本。MySQL有好几 种访问方式可以査找并返回一行结果。有些访问方式可能需要扫描很多行才能返回一行 结果，也有些访问方式可能无须扫描就能返回结果。

在EXPLAIN语句中的type列反应了访问类型。访问类型有很多种，从全表扫描到索引扫 描、范围扫描、唯一索引査询、常数引用等。这里列的这些，速度是从慢到快，扫描的 行数也是从小到大。你不需要记住这些访问类型，但需要明白扫描表、扫描索引、范围 访问和单值访问的概念。

如果查询没有办法找到合适的访问类型，那么解决的最好办法通常就是增加一个合适的 索引，这也正是我们前一章讨论过的问题。现在应该明白为什么索引对于査询优化如此 重要了。索引让MySQL以最高效、扫描行数最少的方式找到需要的记录。

例如，我们看看示例数据库Sakila中的一个查询案例：

**mysql> SELECT \* FROM sakila.film\_actor WHERE film\_id =** *1;*

这个査询将返回10行数据，从EXPLAIN的结果可以看到，MySQL在索引

id上使用了 ref访问类型来执行査询：

**mysql> EXPLAIN SELECT \* FROM sakila.film\_actor WHERE filmed = 1\G \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

id: 1 select\_type: SIMPLE table: film\_actor type: ref possible\_keys: idx\_fk\_film\_id I 206 > key: idx\_fk\_film\_id

key\_len: 2 ref: const

rows: 10 Extra:

EXPLAIN的结果也显示MySQL预估需要访问10行数据。换句话说，査询优化器认为这 种访问类型可以高效地完成査询。如果没有合适的索引会怎样呢？ MySQL就不得不使 用一种更糟糕的访问类型，下面我们来看看如果我们删除对应的索引再来运行这个査询:

mysql> **ALTER TABLE sakila.film\_actor DROP FOREIGN KEY fk\_film\_actor\_\_film;** mysql> **ALTER TABLE sakila.film\_actor DROP KEY idx\_fk\_film\_id;** mysql> **EXPLAIN SELECT \* FROM sakila.film\_actor WHERE^film^id = 1\G** \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1 select\_type• SIMPLE table: film\_actor type: ALL possible\_keys: NULL key: NULL key\_len: NULL "ref: NULL rows: 5073 Extra: Using where

正如我们预测的，访问类型变成了一个全表扫描（ALL）,现在MySQL预估需要扫描

5073条记录来完成这个査询。这里的“Using Where”表示MySQL将通过WHERE条件 来筛选存储引擎返回的记录。

一般MySQL能够使用如下三种方式应用WHERE条件，从好到坏依次为：

* 在索引中使用WHERE条件来过滤不匹配的记录。这是在存储引擎层完成的。
* 使用索引覆盖扫描（在Extra列中出现了 Using index）来返回记录，直接从索引中 过滤不需要的记录并返回命中的结果。这是在MySQL服务器层完成的，但无须再 回表查询记录。
* 从数据表中返回数据，然后过滤不满足条件的记录（在Extra列中出现Using Where） o这在MySQL服务器层完成，MySQL需要先从数据表读出记录然后过滤。

上面这个例子说明了好的索引多么重要。好的索引可以让査询使用合适的访问类型，尽 可能地只扫描需要的数据行。但也不是说增加索引就能让扫描的行数等于返回的行数。 例如下面使用聚合函数C0UNTO的査询注3 :

**mysql> SELECT actor\_id, COUNT（\*） FROM sakila.film\_actor GROUP BY actorJd;**

这个査询需要读取几千行数据，但是仅返回200行结果。没有什么索引能够让这样的查 询减少需要扫描的行数。

不幸的是，MySQL不会告诉我们生成结果实际上需要扫描多少行数据注4,而只会告诉 我们生成结果时一共扫描了多少行数据。扫描的行数中的大部分都很可能是被WHERE条 件过滤掉的，对最终的结果集并没有贡献。在上面的例子中，我们删除索引后，看到 MySQL需要扫描所有记录然后根据WHERE条件过滤，最终只返回10行结果。理解一个 査询需要扫描多少行和实际需要使用的行数需要先去理解这个查询背后的逻辑和思想。

如果发现査询需要扫描大量的数据但只返回少数的行，那么通常可以尝试下面的技巧去 优化它：

* 使用索引覆盖扫描，把所有需要用的列都放到索引中，这样存储引擎无须回表获取 对应行就可以返回结果了（在前面的章节中我们已经讨论过了）。
* 改变库表结构。例如使用单独的汇总表（这是我们在第4章中讨论的办法）。
* 重写这个复杂的査询，让MySQL优化器能够以更优化的方式执行这个査询（这是 本章后续需要讨论的问题）。

6.3重构査询的方式

在优化有问题的査询时，目标应该是找到一个更优的方法获得实际需要的结果——而不 一定总是需要从MySQL获取一模一样的结果集。有时候，可以将査询转换一种写法让 其返回一样的结果,但是性能更好。但也可以通过修改应用代码，用另一种方式完成査询， 最终达到一样的目的。这一节我们将介绍如何通过这种方式来重构査询，并展示何时需 要使用这样的技巧。

6.3.1 一个复杂查询还是多个简单査询

设计查询的时候一个需要考虑的重要问题是，是否需要将一个复杂的査询分成多个简单 的査询。在传统实现中，总是强调需要数据库层完成尽可能多的工作，这样做的逻辑在 于以前总是认为网络通信、査询解析和优化是一件代价很高的事情。

注3： 更多内容请参考后面的“优化COUNT。查询”。

注4 : 例如关联查询结果返回的一条记录通常是由多条记录组成。——译者注

但是这样的想法对于MySQL并不适用,MySQL从设计上让连接和断开连接都很轻量级, 在返回一个小的査询结果方面很高效。现代的网络速度比以前要快很多，无论是带宽还 是延迟。在某些版本的MySQL ±,即使在一个通用服务器上，也能够运行每秒超过10 [M>万的査询，即使是一个千兆网卡也能轻松满足每秒超过2000次的查询。所以运行多个 小査询现在已经不是大问题了。

MySQL内部每秒能够扫描内存中上百万行数据，相比之下，MySQL响应数据给客户端 就慢得多了。在其他条件都相同的时候，使用尽可能少的査询当然是更好的。但是有时候, 将一个大査询分解为多个小査询是很有必要的。别害怕这样做，好好衡量一下这样做是 不是会减少工作量。稍后我们将通过本章的一个示例来展示这个技巧的优势。

不过，在应用设计的时候，如果一个査询能够胜任时还写成多个独立査询是不明智的。 例如，我们看到有些应用对一个数据表做10次独立的查询来返回10行数据，每个查询 返回一条结果，査询10次！

6.3.2切分査询

有时候对于一个大査询我们需要“分而治之”，将大査询切分成小査询，每个査询功能 完全一样，只完成一小部分，每次只返回一小部分査询结果。

删除旧的数据就是一个很好的例子。定期地清除大量数据时，如果用一个大的语句一次 性完成的话，则可能需要一次锁住很多数据、占满整个事务日志、耗尽系统资源、阻塞 很多小的但重要的査询。将一个大的DELETE语句切分成多个较小的查询可以尽可能小地 影响MySQL性能，同时还可以减少MySQL复制的延迟。例如，我们需要每个月运行 一次下面的查询：

**mysql> DELETE FROM messages WHERE created < DATE\_SUB(NOW(),INTERVAL 3 MONTH);**

那么可以用类似下面的办法来完成同样的工作：

rows\_affected = 0

do {

rows\_affected = do\_query(

"DELETE FROM messages WHERE created < DATE\_SUB(NOW(),INTERVAL *3* MONTH) LIMIT 10000") ~

} while rows\_affected > 0

一次删除一万行数据一般来说是一个比较高效而且对服务器注5影响也最小的做法(如果 是事务型引擎，很多时候小事务能够更高效)。同时，需要注意的是，如果每次删除数 据后，都暂停一会儿再做下一次删除，这样也可以将服务器上原本一次性的压力分散到

注5 : Percona Toolkit中的*pt-archiver*工具就可以安全而简单地完成这类工作。

一个很长的时间段中，就可以大大降低对服务器的影响，还可以大大减少删除时锁的持 有时间。

6.3.3分解关联查询

很多高性能的应用都会对关联查询进行分解。简单地，可以对每一个表进行一次单表查 询，然后将结果在应用程序中进行关联。例如，下面这个查询：

**mysql> SELECT \* FROM tag**

**-> JOIN tag\_post ON tag^post.tag\_id=tag.id**

**-> JOIN post ON tag\_post.post\_id=post.id**

**-> WHERE tag.tag='mysql';**

可以分解成下面这些查询来代替：

**mysql> SELECT \* FROM tag WHERE tag='mysql';**

**mysql> SELECT \* FROM tag\_post WHERE tag\_id=1234；**

**mysql> SELECT \* FROM post WHERE post.id in (123,456,567,9098,8904)；**

到底为什么要这样做？乍一看，这样做并没有什么好处，原本一条査询，这里却变成多 条査询，返回的结果又是一模一样的。事实上，用分解关联查询的方式重构查询有如下 的优势：

* 让缓存的效率更高。许多应用程序可以方便地缓存单表査询对应的结果对象。例如， 上面查询中的tag已经被缓存了，那么应用就可以跳过第一个查询。再例如，应用 中已经缓存了 ID为123、567、9098的内容，那么第三个査询的IN ()中就可以少 几个ID。另外，对MySQL的査询缓存来说注％如果关联中的某个表发生了变化, 那么就无法使用查询缓存了，而拆分后，如果某个表很少改变，那么基于该表的查 询就可以重复利用査询缓存结果了。
* 将查询分解后，执行单个査询可以减少锁的竞争。
* 在应用层做关联，可以更容易对数据库进行拆分，更容易做到高性能和可扩展。
* 查询本身效率也可能会有所提升。这个例子中，使用IN()代替关联查询，可以让 MySQL按照ID顺序进行査询，这可能比随机的关联要更高效。我们后续将详细介 绍这点。
* 可以减少冗余记录的查询。在应用层做关联査询，意味着对于某条记录应用只需要 査询一次，而在数据库中做关联査询，则可能需要重复地访问一部分数据。从这点看， 这样的重构还可能会减少网络和内存的消耗。
* 更进一步，这样做相当于在应用中实现了哈希关联，而不是使用MySQL的嵌套循 环关联。某些场景哈希关联的效率要高很多(本章后续我们将讨论这点)。

注 6： Query Cache 0 译者注
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在很多场景下，通过重构査询将关联放到应用程序中将会更加高效，这样的场景有很 多，比如：当应用能够方便地缓存单个査询的结果的时候、当可以将数据分布到不同的 MySQL服务器上的时候、当能够使用IN ()的方式代替关联査询的时候、当査询中使用 同一个数据表的时候。

皿6.4查询执行的基础

当希望MySQL能够以更高的性能运行查询时，最好的办法就是弄清楚MySQL是如何 优化和执行査询的。一旦理解这一点，很多査询优化工作实际上就是遵循一些原则让优 化器能够按照预想的合理的方式运行。

换句话说，是时候回头看看我们前面讨论的内容了： MySQL执行一个査询的过程。根 据图6.1,我们可以看到当向MySQL发送一个请求的时候，MySQL到底做了些什么：

广、客户端/服务器 V通信协议

客户端

图6・1：查询执行路径

1. 客户端发送一条査询给服务器。
2. 服务器先检査査询缓存，如果命中了缓存，则立刻返回存储在缓存中的结果。否则 进入下一阶段。
3. 服务器端进行SQL解析、预处理，再由优化器生成对应的执行计划。
4. MySQL根据优化器生成的执行计划，调用存储引擎的API来执行査询。
5. 将结果返回给客户端。’

上面的每一步都比想象的复杂，我们在后续章节中将继续讨论。我们会看到在每一个阶 段査询处于何种状态。査询优化器是其中特别复杂也特别难理解的部分。还有很多的例 外情况，例如，当査询使用绑定变量后，执行路径会有所不同，我们将在下一章讨论这点。

6.4.1 MySQL客户端/服务器通信协议

一般来说，不需要去理解MySQL通信协议的内部实现细节，只需要大致理解通信协议 是如何工作的。MySQL客户端和服务器之间的通信协议是“半双工”的，这意味着， 在任何一个时刻，要么是由服务器向客户端发送数据，要么是由客户端向服务器发送 数据，这两个动作不能同时发生。所以，我们无法也无须将一个消息切成小块独立来 发送。

这种协议让MySQL通信简单快速，但是也从很多地方限制了 MySQL。一个明显的限制 是，这意味着没法进行流量控制。一旦一端开始发生消息，另一端要接收完整个消息才 能响应它。这就像来回抛球的游戏：在任何时刻，只有一个人能控制球，而且只有控制 球的人才能将球抛回去（发送消息）。

客户端用一个单独的数据包将査询传给服务器。这也是为什么当査询的语句很长的时候， 参数max\_allowed\_packet就特别重要了注” 一旦客户端发送了请求，它能做的事情就只 是等待结果了。

相反的，一般服务器响应给用户的数据通常很多，由多个数据包组成。当服务器开始响 应客户端请求时，客户端必须完整地接收整个返回结果，而不能简单地只取前面几条结 果，然后让服务器停止发送数据。这种情况下，客户端若接收完整的结果，然后取前面 几条需要的结果，或者接收完几条结果后就“粗暴”地断开连接，都不是好主意。这也 是在必要的时候一定要在査询中加上LIMIT限制的原因。

<ULl

换一种方式解释这种行为:当客户端从服务器取数据时，看起来是一个拉数据的过程， 但实际上是MySQL在向客户端推送数据的过程。客户端不断地接收从服务器推送的数 据，客户端也没法让服务器停下来。客户端像是“从消防水管喝水”（这是一个术语）。

注7： 如果查询太大，服务端会拒绝接收更多的数据并抛出相应错误。

多数连接MySQL的库函数都可以获得全部结果集并缓存到内存里，还可以逐行获取需 囱1〉要的数据。默认一般是获得全部结果集并缓存到内存中。MySQL通常需要等所有的数 据都已经发送给客户端才能释放这条査询所占用的资源，所以接收全部结果并缓存通常 可以减少服务器的压力，让査询能够早点结束、早点释放相应的资源。

当使用多数连接MySQL的库函数从MySQL获取数据时，其结果看起来都像是从 MySQL服务器获取数据，而实际上都是从这个库函数的缓存获取数据。多数情况下这 没什么问题，但是如果需要返回一个很大的结果集的时候，这样做并不好，因为库函数 会花很多时间和内存来存储所有的结果集。如果能够尽早开始处理这些结果集，就能大 大减少内存的消耗，这种情况下可以不使用缓存来记录结果而是直接处理。这样做的缺 点是，对于服务器来说，需要査询完成后才能释放资源，所以在和客户端交互的整个过 程中，服务器的资源都是被这个查询所占用的注8。

我们看看当使用PHP的时候是什么情况。首先，下面是我们连接MySQL的通常 写法：

<?php

$link = mysql\_connect('localhost', 'user', 'p4ssword');

$result = mysq匸query('SELECT \* FROM HUGE\_TABLE', $link);

while ( $row = mysql\_fetch\_array($result) ) (

// Do something with result

}

?>

这段代码看起来像是只有当你需要的时候，才通过循环从服务器端取出数据。而实际上, 在上面的代码中，在调用mysql\_query()的时候，PHP就已经将整个结果集缓存到内存 中。下面的while循环只是从这个缓存中逐行取出数据，相反如果使用下面的査询，用 mysql unbuffered query()代替 mysql queryO, PHP 则不会缓存结果：

<?php

$link = mysql\_connect('localhost', 'user', 'p4ssword');

$result = mysql\_unbuffered\_query('SELECT \* FROM HUGE\_\_TABLE', $link);

while ( $row = mysql\_fetch\_\_array($result) ) {

// Do something with result

}

?>

不同的编程语言处理缓存的方式不同。例如，在Perl的DBD:mysql驱动中需要指定C连 接库的mysql\_use\_result属性(默认是mysql\_buffer\_result) o下面是一个例子：

注8 : 你可以使用SQL\_BUFFER\_RESULT,后面将再介绍这点。

#!/usr/bin/perl

use DBI;

my $dbh = DBI->connect('DBI:mysql:;host=localhost', 'user', 'p4ssword');

my $sth = $dbh->prepare('SELECT \* FROM HUGE\_TABLE', { mysql\_use\_result => 1 ));

$sth->execute();

while ( my $row = $sth->fetchrow\_array() ) (

# Do something with result

}

注意到上面的prepareO调用指定了 mysql\_use\_result属性为1,所以应用将直接“使 <213 | 用”返回的结果集而不会将其缓存。也可以在连接MySQL的时候指定这个属性，这会 让整个连接都使用不缓存的方式处理结果集：

my $dbh = DBI->connect('DBI:mysql:;mysql\_use\_result=l', 'user', 'p4ssword');

查询状态

对于一个MySQL连接，或者说一个线程，任何时刻都有一个状态，该状态表示了 MySQL当前正在做什么。有很多种方式能査看当前的状态，最简单的是使用SHOW FULL PROCESSLIST命令(该命令返回结果中的Command列就表示当前的状态)。在一个査询的 生命周期中，状态会变化很多次。MySQL官方手册中对这些状态值的含义有最权威的 解释，下面将这些状态列出来，并做一个简单的解释。

Sleep

线程正在等待客户端发送新的请求。

Query

线程正在执行査询或者正在将结果发送给客户端。

Locked

在MySQL服务器层，该线程正在等待表锁。在存储引擎级别实现的锁，例如 InnoDB的行锁，并不会体现在线程状态中。对于MylSAM来说这是一个比较典型 的状态，但在其他没有行锁的引擎中也经常会出现。

Analyzing and statistics

线程正在收集存储引擎的泰计信息，并生成査询的执行计划。

Copying to tmp table [on disk]

线程正在执行査询，并且将其结果集都复制到一个临时表中，这种状态一般要么是 在做GROUP BY操作，要么是文件排序操作，或者是UNION操作。如果这个状态后面 还有“on disk”标记，那表示MySQL正在将一个内存临时表放到磁盘上。

Sorting result

线程正在对结果集进行排序。

Sending data

这表示多种情况：线程可能在多个状态之间传送数据，或者在生成结果集，或者在 向客户端返回数据。

了解这些状态的基本含义非常有用，这可以让你很快地了解当前“谁正在持球”注％在一 个繁忙的服务器上，可能会看到大量的不正常的状态，例如statistics正占用大量的时 间。这通常表示，某个地方有异常了，可以通过使用第3章的一些技巧来诊断到底是哪 个环节出现了问题。

国＞ 6.4.2查询缓存注〔°

在解析一个査询语句之前，如果査询缓存是打开的，那么MySQL会优先检査这个査询 是否命中査询缓存中的数据。这个检査是通过一个对大小写敏感的哈希査找实现的。査 询和缓存中的査询即使只有一个字节不同，那也不会匹配缓存结果注气这种情况下査询 就会进入下一阶段的处理。

如果当前的査询恰好命中了査询缓存，那么在返回査询结果之前MySQL会检査一次用 户权限。这仍然是无须解析査询SQL语句的，因为在査询缓存中已经存放了当前査询需 要访问的表信息。如果权限没有问题，MySQL会跳过所有其他阶段，直接从缓存中拿 到结果并返回给客户端。这种情况下，査询不会被解析，不用生成执行计划，不会被执行。 在第7章中的査询缓存一节，你将学习到更多细节。

6.4.3査询优化处理

査询的生命周期的下一步是将一个SQL转换成一个执行计划，MySQL再依照这个执行 计划和存储引擎进行交互。这包括多个子阶段:解析SQL、预处理、优化SQL执行计划。 这个过程中任何错误（例如语法错误）都可能终止査询。这里不打算详细介绍MySQL 内部实现，而只是选择性地介绍其中几个独立的部分，在实际执行中，这几部分可能一 起执行也可能单独执行。我们的目的是帮助大家理解MySQL如何执行査询，以便写出 更优秀的査询。

语法解析器和预处理

首先，MySQL通过关键字将SQL语句进行解析，并生成一棵对应的“解析树”。 MySQL解析器将使用MySQL语法规则验证和解析査询。例如，它将验证是否使用错误

注9： 回忆一下前面的客户端和服务器的“传球”比喻。一译者注

注10 :这里是指Query Cache。——译者注

注11： Percona版本的MySQL中提供了一个新的特性，可以在计算查询语句哈希值时，先将注释移除再 算哈希值，这对于不同注释的相同查询可以命中相同的查询缓存结果。

的关键字，或者使用关键字的顺序是否正确等，再或者它还会验证引号是否能前后正确 匹配。

预处理器则根据一些MySQL规则进一步检査解析树是否合法，例如，这里将检査数据 表和数据列是否存在，还会解析名字和别名，看看它们是否有歧义。

下一步预处理器会验证权限。这通常很快，除非服务器上有非常多的权限配置。

查询优化器 笛

现在语法树被认为是合法的了，并且由优化器将其转化成执行计划。一条査询可以有很 多种执行方式，最后都返回相同的结果。优化器的作用就是找到这其中最好的执行计划。

MySQL使用基于成本的优化器，它将尝试预测一个査询使用某种执行计划时的成本， 并选择其中成本最小的一个。最初，成本的最小单位是随机读取一个4K数据页的成本， 后来（成本计算公式）变得更加复杂，并且引入了一些“因子”来估算某些操作的代价， 如当执行一次WHERE条件比较的成本。可以通过査询当前会话的Last\_query\_cost的值 来得知MySQL计算的当前査询的成本。

**mysql> SELECT SQL\_NO\_\_CACHE COUNT（\*） FROM sakila.film\_actor;**

**I count(\*) I**

+ +

I 5462 I

**mysql>.SHOW STATUS LIKE 1Last\_query\_cost';**

+--- + +

**I Variable\_name | Value |**

+ + +

**I Last\_query\_cost |** 1040.599000 |

+ --+ +

这个结果表示MySQL的优化器认为大概需要做1 040个数据页的随机査找才能完成上 面的査询。这是根据一系列的统计信息计算得来的：每个表或者索引的页面个数、索引 的基数（索引中不同值的数量）、索引和数据行的长度、索引分布情况。优化器在评估 成本的时候并不考虑任何层面的缓存，它假设读取任何数据都需要一次磁盘I/O。

有很多种原因会导致MySQL优化器选择错误的执行计划，如下所示：

•统计信息不准确。MySQL依赖存储引擎提供的统计信息来评估成本，但是有的存储 引擎提供的信息是准确的，有的偏差可能非常大。例如，InnoDB因为其MVCC的 架构，并不能维护一个数据表的行数的精确统计信息。

• 执行计划中的成本估算不等同于实际执行的成本。所以即使统计信息精准，优化器 给出的执行计划也可能不是最优的。例如有时候某个执行计划虽然需要读取更多的 页面，但是它的成本却更小。因为如果这些页面都是顺序读或者这些页面都已经在 内存中的话，那么它的访问成本将很小。MySQL层面并不知道哪些页面在内存中、 哪些在磁盘上，所以査询实际执行过程中到底需要多少次物理I/O是无法得知的。

* MySQL的最优可能和你想的最优不一样。你可能希望执行时间尽可能的短，但是 MySQL只是基于其成本模型选择最优的执行计划，而有些时候这并不是最快的执行 方式。所以，这里我们看到根据执行成本来选择执行计划并不是完美的模型。
* MySQL从不考虑其他并发执行的査询，这可能会影响到当前査询的速度。
* MySQL也并不是任何时候都是基于成本的优化。有时也会基于一些固定的规则，例 如，如果存在全文搜索的MATCH()子句，则在存在全文索引的时候就使用全文索引。 即使有时候使用别的索引和WHERE条件可以远比这种方式要快，MySQL也仍然会使 用对应的全文索引。
* MySQL不会考虑不受其控制的操作曲成本，例如执行存储过程或者用户自定义函数 的成本。
* 后面我们还会看到，优化器有时候无法去估算所有可能的执行计划，所以它可能错 过实际上最优的执行计划。

MySQL的査询优化器是一个非常复杂的部件，它使用了很多优化策略来生成一个最优 的执行计划。优化策略可以简单地分为两种，一种是静态优化，一种是动态优化。静态 优化可以直接对解析树进行分析，并完成优化。例如，优化器可以通过一些简单的代数 变换将WHERE条件转换成另一种等价形式。静态优化不依赖于特别的数值，如WHERE条 件中带入的一些常数等。静态优化在第一次完成后就一直有效，即使使用不同的参数重 复执行査询也不会发生变化。可以认为这是一种“编译时优化”。

相反，动态优化则和査询的上下文有关，也可能和很多其他因素有关，例如WHERE条件 中的取值、索引中条目对应的数据行数等。这需要在每次査询的时候都重新评估，可以 认为这是“运行时优化”。

在执行语句和存储过程的时候，动态优化和静态优化的区别非常重要。MySQL对査询 的静态优化只需要做一次，但对查询的动态优化则在每次执行时都需要重新评估。有时 候甚至在査询的执行过程中也会重新优化。注”

下面是一些MySQL能够处理的优化类型：

重新定义关联表的顺序

数据表的关联并不总是按照在査询中指定的顺序进行。决定关联的顺序是优化器很

注12：例如，在关联操作中，范围检查的执行计划会针对每一行重新评估索引。可以通过EXPLAIN执行 计划中的Extra列是否有“range checked for each record”来确认这一点。该执行计划还会增加 selectf ull\_ range\_ j oin这个服务器变量的值。

重要的一部分功能，本章后面将深入介绍这一点。

将外连接转化成内连接

并不是所有的OUTER JOIN语句都必须以外连接的方式执行。诸多因素，例如WHERE 条件、库表结构都可能会让外连接等价于一个内连接。MySQL能够识别这点并重写 査询，让其可以调整关联顺序。

使用等价变换规则

**<2lT|**

MySQL可以使用一些等价变换来简化并规范表达式。它可以合并和减少一些比较， 还可以移除一些恒成立和一些恒不成立的判断。例如，(5=5 AND a>5)将被改写为 a>5o 类似的，如果有(avb AND b=c) AND a=5 则会改写为 b>5 AND b=c AND a=5o 这些规则对于我们编写条件语句很有用，我们将在本章后续继续讨论。

优化 COUNT。、MIN()和 MAX()

索引和列是否可为空通常可以帮助MySQL优化这类表达式。例如，要找到某一列 的最小值，只需要査询对应B-Tree索引最左端的记录，MySQL可以直接获取索引 的第一行记录。在优化器生成执行计划的时候就可以利用这一点，在B-Tree索引中， 优化器会将这个表达式作为一个常数对待。类似的，如果要査找一个最大值，也只 需读取B-Tree索引的最后一条记录。如果MySQL使用了这种类型的优化，那么在 EXPLAIN中就可以看到wSelect tables optimized away”。从字面意思可以看出，它表 示优化器已经从执行计划中移除了该表，并以一个常数取而代之。

类似的，没有任何WHERE条件的COUNT(\*)査询通常也可以使用存储引擎提供的一些 优化(例如，MylSAM维护了一个变量来存放数据表的行数)。

预估并转化为常数表达式

当MySQL检测到一个表达式可以转化为常数的时候，就会一直把该表达式作为常 数进行优化处理。例如，一个用户自定义变量在査询中没有发生变化时就可以转换 为一个常数。数学表达式则是另一种典型的例子。

让人惊讶的是，在优化阶段，有时候甚至一个査询也能够转化为一个常数。一个例 子是在索引列上执行MINO函数。甚至是主键或者唯一键査找语句也可以转换为常 数表达式。如果WHERE子句中使用了该类索引的常数条件，MySQL可以在査询开 始阶段就先査找到这些值，这样优化器就能够知道并转换为常数表达式。下面是一 个例子：

mysql> EXPLAIN SELECT film.film\_id, -fi^actor.acto^id

-> FROM sakila.-film

-> INNER JOIN sakila.film actor USING(film\_id)

-> WHERE film.film\_id = 1; ~ "

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| +---■ |  |  |  |  | | **+** |
| I id | | select\_type | table | | 1 type | | key | 1 ref | | rows | |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
| I 1 | | SIMPLE | | film | | const | | PRIMARY | | const | | 1 1 |
| 1 1 | 1 SIMPLE | | film\_actor | 1 ref | | idx\_fk\_film\_id | 1 const 1 | 10 | |

+----+ + + + + + +

MySQL分两步来执行这个査询，也就是上面执行计划的两行输出。第一步先从film 表找到需要的行。因为在字段上有主键索引，所以MySQL优化器知道这只 会返回一行数据，优化器在生成执行计划的时候，就已经通过索引信息知道将返回 [» 多少行数据。因为优化器已经明确知道有多少个值（WHERE条件中的值）需要做索

引査询，所以这里的表访问类型是const0

在执行计划的第二步，MySQL将第一步中返回的列当作一个已知取值的列 来处理。因为优化器清楚在第一步执行完成后，该值就会是明确的了。注意到正如 第一步中一样，使用film\_actor字段对表的访问类型也是const0

另一种会看到常数条件的情况是通过等式将常数值从一个表传到另一个表，这可以 通过WHERE. USING或者ON语句来限制某列取值为常数。在上面的例子中，因为使 用了 USING子句，优化器知道这也限制了 在整个査询过程中都始终是一个常

量一一因为它必须等于WHERE子句中的那个取值。

覆盖索引扫描

当索引中的列包含所有査询中需要使用的列的时候，MySQL就可以使用索引返回需 要的数据，而无须査询对应的数据行，在前面的章节中我们已经讨论过这点了。

子查询优化

MySQL在某些情况下可以将子査询转换一种效率更高的形式，从而减少多个查询多 次对数据进行访问。

提前终止查询

在发现已经满足査询需求的时候，MySQL总是能够立刻终止査询。一个典型的例子 就是当使用了 LIMIT子句的时候。除此之外，MySQL还有几类情况也会提前终止査 询，例如发现了一个不成立的条件，这时MySQL可以立刻返回一个空结果。从下 面的例子可以看到这一点：

**mysql> EXPLAIN SELECT film.filmjd FROM sakila.film WHERE film\_id =・1;**

+ +...+ +

I id I... I Extra |

+ +・.・+ +

| 1 |... | Impossible WHERE noticed after reading const tables |

+-—+...+ +

从这个例子看到査询在优化阶段就已经终止。除此之外，MySQL在执行过程中，如 果发现某些特殊的条件，则会提前终止査询。当存储引擎需要检索“不同取值”或 者判断存在性的时候，MySQL都可以使用这类优化。例如，我们现在需要找到没有 演员的所有电影注“：

注13： —部电影没有演员，是有点奇怪。不过在示例数据库Sakila中影片5ZMCK破以血S0N9没有任何 演员，它的描述是“鲨鱼和见识过中国古代鳄鱼的学生的简短传说”。

**mysql> SELECT film.film\_id**

**-> FROM sakila.film~**

**-> LEFT OUTER JOIN sakila.film\_actor USING(film\_id)**

**-> WHERE film\_actor.film\_id IS NULL; ~**

这个查询将会过滤掉所有有演员的电影。每一部电影可能会有很多的演员，但是上<O亙］ 面的査询一旦找到任何一个，就会停止并立刻判断下一部电影，因为只要有一名演员， 那么WHERE条件则会过滤掉这类电影。类似这种“不同值/不存在”的优化一般可 用于 DISTINCT. NOT EXIST()或者 LEFT JOIN 类型的査询。

等值传播

如果两个列的值通过等式关联，那么MySQL能够把其中一个列的WHERE条件传递 到另一列上。例如，我们看下面的査询：

**mysql> SELECT film.film\_id**

**-> FROM sakila.film**

**-> INNER JOIN sakila.film\_actor USING(film\_id)**

**-> WHERE > 500;" ~**

因为这里使用了 film\_id字段进行等值关联，MySQL知道这里的WHERE子句不仅适 用于film表，而且对于film\_actor表同样适用。如果使用的是其他的数据库管理系统， 可能还需要手动通过一些条件来告知优化器这个WHERE条件适用于两个表，那么写 法就会如下：

**・.・ WHERE > 500 AND film\_actor.film\_id > 500**

在MySQL中这是不必要的，这样写反而会让査询更难维护。

列表IN()的比较

在很多数据库系统中，IN()完全等同于多个OR条件的子句，因为这两者是完全等 价的。在MySQL中这点是不成立的，MySQL将IN ()列表中的数据先进行排序， 然后通过二分査找的方式来确定列表中的值是否满足条件，这是一个O(log 〃)复杂 度的操作，等价地转换成0R査询的复杂度为0(〃)，对于IN ()列表中有大量取值的 时候，MySQL的处理速度将会更快。

上面列举的远不是MySQL优化器的全部，MySQL还会做大量其他的优化，即使本章全 部用来描述也会篇幅不足，但上面的这些例子已经足以让大家明白优化器的复杂性和智 能性了。如果说从上面这段讨论中我们应该学到什么，那就是“不要自以为比优化器更 聪明”。最终你可能会占点便宜，但是更有可能会使查询变得更加复杂而难以维护，而 最终的收益却为零。让优化器按照它的方式工作就可以了。

当然，虽然优化器已经很智能了，但是有时候也无法给出最优的结果。有时候你可能比 优化器更了解数据，例如，由于应用逻辑使得某些条件总是成立;还有时，优化器缺少 某种功能特性，如哈希索引；再如前面提到的，从优化器的执行成本角度评估出来的最 优执行计划，实际运行中可能比其他的执行计划更慢。

**I**

[» 如果能够确认优化器给出的不是最佳选霍，并且清楚背后的原理，那么也可以帮助优化 器做进一步的优化。例如，可以在査询申添加hint提示，也可以重写査询，或者重新设 计更优的库表结构，或者添加更合适的索引。

数据和索引的统计信息

重新回忆一下图1・1, MySQL架构由多个层次组成。在服务器层有査询优化器，却没有 保存数据和索引的统计信息。统计信息申存储引擎实现，不同的存储引擎可能会存储不 同的统计信息（也可以按照不同的格式存储统计信息）。某些引擎，例如Archive引擎， 则根本就没有存储任何统计信息！

因为服务器层没有任何统计信息，所以MySQL査询优化器在生成査询的执行计划时， •需要向存储引擎获取相应的统计信息。存储引擎则提供给优化器对应的统计信息，包括：

每个表或者索引有多少个页面、每个表的每个索引的基数是多少、数据行和索引长度、 索引的分布信息等。优化器根据这些信息来选择一个最优的执行计划。在后面的小节中 我们将看到统计信息是如何影响优化器的。

MySQL如何执行关联查询

MySQL中“关联”注14 一词所包含的意义比一般意义上理解的要更广泛。总的来说， MySQL认为任何一个査询都是一次“关联”——并不仅仅是一个査询需要到两个表 匹配才叫关联，所以在MySQL中，每一个査询，每一个片段（包括子査询，甚至基 于单表的SELECT）都可能是关联。

所以，理解MySQL如何执行关联査询至关重要。我们先来看一个UNION査询的例子。 对于UNION査询，.MySQL先将一系列的单个査询结果放到一个临时表中，然后再重新 读出临时表数据来完成UNION査询。在MySQL的概念中，每个査询都是一次关联，所 以读取结果临时表也是一次关联。

当前MySQL关联执行的策略很简单：MySQL对任何关联都执行嵌套循环关联操作，即 MySQL先在一个表中循环取出单条数据，然后再嵌套循环到下一个表中寻找匹配的行， 依次下去，直到找到所有表中匹配的行为止。然后根据各个表匹配的行，返回査询中需 要的各个列。MySQL会尝试在最后一个关联表中找到所有匹配的行，如果最后一个关

注14 : joino 译者注

联表无法找到更多的行以后，MySQL返回到上一层次关联表，看是否能够找到更多的

匹配记录，依此类推迭代执行。注2

按照这样的方式査找第一个表记录，再嵌套査询下一个关联表，然后回溯到上一个表， 在MySQL中是通过嵌套循环的方式实现一一正如其名“嵌套循环关联”。请看下面的例 子中的简单査询：

mysql> **SELECT tbll.coll, tbl2.col2** <221 |

**-> FROM tbll INNER JOIN tbl2 USING（col3）**

**-> WHERE tbll.coll IN（5,6）;**

假设MySQL按照査询中的表顺序进行关联操作，我们则可以用下面的伪代码表示

MySQL将如何完成这个查询：

outer\_iter = iterator over tbll where coll IN（5,6）

outer\_row = outer\_iter.next

while outer\_\_row \*

inner\_iter = iterator over tbl2 where col3 = outer\_row.col3

inner\_row = inner\_iter.next

while inner\_row

output [ outer\_row.coll, inner\_row.col2 ]

inner\_row = inner\_iter.next

end

outer\_row = outer\_iter.next

end

上面的执行计划对于单表査询和多表关联査询都适用，如果是一个单表查询，那么只需 完成上面外层的基本操作。对于外连接上面的执行过程仍然适用。例如，我们将上面查 询修改如下：

mysql> **SELECT tbll.coll^ tbl2.col2**

**-> FROM tbll LEFT OUTER JOIN tbl2 USING（col3）**

**-> WHERE tbll.coll IN（5,6）;**

对应的伪代码如下，我们用黑体标示不同的部分：

outer\_iter = iterator over tbll where coll IN（5,6）

outer\_row = outer\_iter.next

while outer\_row

inner\_iter = iterator over tbl2 where col3 = outer\_row.col3

inner\_row = inner\_iter.next

**if inner\_row**

while inner\_row

output [ outer\_row.coll, inner\_row.col2 ]

inner\_row = inner\_iter.next

end

注15 ：后面我们会看到MySQL查询执行过程并没有这么簡单，MySQL做了很多优化操作。

**else**

**output [ outer^row.coll^ NULL ] end**

outer\_row = outer\_\_iter.next end

另一种可视化査询执行计划的方法是根据优化器执行的路径绘制出对应的“泳道图”。如 图6.2所示，绘制了前面示例中内连接的泳道图，请从左至右，从上至下地看这幅图。
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图6・2：通过泳道图展示MySQL如何完成关联查询

从本质上说，MySQL对所有的类型的査询都以同样的方式运行。例如，MySQL在FROM 子句中遇到子查询时，先执行子査询并将其结果放到一个临时表中注七 然后将这个临时 表当作一个普通表对待（正如其名“派生表”）。MySQL在执行UNION査询时也使用类 似的临时表，在遇到右外连接的时候，MySQL将其改写成等价的左外连接。简而言之, 当前版本的MySQL会将所有的査询类型都转换成类似的执行计划。注u

不过，不是所有的査询都可以转换成上面的形式。例如，全外连接就无法通过嵌套循环 和回溯的方式完成，这时当发现关联表中没有找到任何匹配行的时候，则可能是因为关 联是恰好从一个没有任何匹配的表开始。这大概也是MySQL并不支持全外连接的原因。 还有些场景，虽然可以转换成嵌套循环的方式，但是效率却非常差，后面我们会看一个 这样的例子。

注16： MySQL的临时表是没有任何索引的，在编写夏杂的子查询和关联查询的时候需要注意这一点。这 一点对UNION查询也一样。

注17 :在MySQL 5.6和MariaDB中有了重大改变，这两个版本都引入了更加复杂的执行计划。

执行计划

和很多其他关系数据库不同，MySQL并不会生成査询字节码来执行査询。MySQL生成 査询的一棵指令树，然后通过存储引擎执行完成这棵指令树并返回结果。最终的执行计 划包含了重构査询的全部信息。如果对某个査询执行EXPLAIN EXTENDED后，再执行SHOW WARNINGS,就可以看到重构出的査询曲8。

任何多表查询都可以使用一棵树表示，例如，可以按照图6.3执行一个四表的关联操作。
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图6-3：多表关联的一种方式

在计算机科学中，这被称为一颗平衡树。但是，这并不是MySQL执行查询的方式。正 如我们前面章节介绍的，MySQL总是从一个表开始一直嵌套循环、回溯完成所有表关联。 所以，MySQL的执行计划总是如图6.4所示，是一棵左测深度优先的树。

![](data:image/png;base64,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)

图6・4： MySQL如何实现多表关联

关联查询优化器

MySQL优化器最重要的一部分就是关联査询优化，它决定了多个表关联时的顺序。通 常多表关联的时候，可以有多种不同的关联顺序来获得相同的执行结果。关联査询优化

注18： MySQL根据执行计划生成输出。这和原查询有完全相同的语义，但是查询语句可能并不完全相同。

器则通过评估不同顺序时的成本来选择一个代价最小的关联顺序。

下面的査询可以通过不同顺序的关联最后都获得相同的结果：

mysql> SELECT film.-film id, film.title, film.release\_\_year, actor.actor\_id,

|  |  |
| --- | --- |
| **-> ->**  **・ ri24> ->**  **->** | **actor.first\_name, actor.last\_name**  **FROM sakila.film**  **INNER JOIN sakila.film\_actor USING(film\_id) INNER JOIN sakila.actor USING(actor\_id)7** |

容易看出，可以通过一些不同的执行计划来完成上面的查询。例如，MySQL可以从 film表开始，使用film actor表的索引film\_id来査找对应的actor\_id值，然后再根据 actor表的主键找到对应的记录。Oracle用户会用下面的术语描述：“film表作为驱动表 先査找file\_actor表，然后以此结果为驱动表再査找actor表”。这样做效率应该会不错， 我们再使用EXPLAIN看看MySQL将如何执行这个査询：

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* j row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| id: | 1 |
| select\_type: | SIMPLE |
| table: | actor |
| type: possible\_keys: key: key\_len: | ALL PRIMARY NULL NULL |
| ref: | NULL |
| rows: | 200 |

Extra:

|  |  |
| --- | --- |
| id: | 1 |
| select\_type: | SIMPLE |
| table: | film actor |
| type: possible\_keys: | ref  PRIMARY,idx\_fk\_film\_id |
| key: keylen: ref: rows: | PRIMARY " "  2 sakila, actor.actorid  1 " |

Extra: Using index

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 3. rg \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| id: | 1 |
| select\_type: | SIMPLE |
| table: | film |
| type: | eq\_ref |
| possible\_keys: | PRIMARY |
| key: key\_len: ref: | PRIMARY  2  sakila・ film\_actor.film\_id |
| rows: | 1 ~ ~ |

Extra:

这和我们前面给出的执行计划完全不同。MySQL从acto「表开始（我们从上面的EXPLAIN结果的第一行输出可以看出这点），然后与我们前面的计划按照相反的顺序进行 关联。这样是否效率更高呢？我们来看看，我们先使用STRAIGHT\_JOIN关键字，按照我 们之前的顺序执行，这里是对应的EXPLAIN输出结果：

mysql> EXPLAIN SELECT STRAIGHTJJOIN film.film\_id...\G

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| id: | 1 |
| select type: table: type: | SIMPLE film ALL |
| possible\_keys: key: key\_len: | PRIMARY NULL NULL |
| ref: rows: | NULL  951 |

Extra:

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2, row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| id: | 1 |
| select\_type: | SIMPLE |
| table: | film actor |
| type: possible\_keys: key: key\_len: ref: | ref  PRIMARY,idx\_fk\_film\_id idx\_fk\_film\_id  *2 ~ ~ -*  sakila・ film.film\_id |
| rows: | 1 - |

Extra: Using index

|  |  |
| --- | --- |
| id: | 1 |
| select\_type: | SIMPLE |
| table: | actor |
| type: possible\_keys: key: key\_len: ref: | eq\_ref  PRIMARY  PRIMARY  2  sakila.film\_actor.actor\_id |
| rows: | 1 ~ ~ |

Extra:

我们来分析一下为什么MySQL会将关联顺序倒转过来：可以看到，关联顺序倒转后的 第一个关联表只需要扫描很少的行数注”。在两种关联顺序下，第二个和第三个关联表都 是根据索引查询，速度都很快，不同的是需要扫描的索引项的数量是不同的：

* 将film表作为第一个关联表时，会找到951条记录，然后对film actor和acto「表 进行嵌套循环査询。
* 如果MySQL选择首先扫描actor表，只会返回200条记录进行后面的嵌套循环查询。

注19：严格来说，MySQL并不根据读取的记录来选择最优的执行计划。实际上，MySQL通过预估需要 读取的数据页来选择，读取的数据页越少越好。不过读取的记录数通常能够很好地反映一个查询 的成本。

换句话说，倒转的关联顺序会让査询进行更少的嵌套循环和回溯操作。为了验证优化器 的选择是否正确，我们单独执行这两个査询，并且看看对应的Last\_query\_cost状态值。 我们看到倒转的关联顺序的预估成本注2°为241,而原来的査询的预估成本为1 154。

这个简单的例子主要想说明MySQL是如何选择合适的关联顺序来让査询执行的成本尽 可能低的。重新定义关联的顺序是优化器非常重要的一部分功能。不过有的时候，优化 器给出的并不是最优的关联顺序。这时可以使用STRAIGHT\_JOIN关键字重写査询，让优 化器按照你认为的最优的关联顺序执行——不过老实说，人的判断很难那么精准。绝大 多数时候，优化器做出的选择都比普通人的判断要更准确。

关联优化器会尝试在所有的关联顺序中选择一个成本最小的来生成执行计划树。如果可 能，优化器会遍历每一个表然后逐个做嵌套循环计算每一棵可能的执行计划树的成本, 最后返回一个最优的执行计划。

不过，糟糕的是，如果有超过〃个表的关联，那么需要检查〃的阶乘种关联顺序。我们 称之为所有可能的执行计划的“搜索空间”，搜索空间的增长速度非常块一一例如，若 是10个表的关联，那么共有3 628 800种不同的关联顺序！当搜索空间非常大的时候, 优化器不可能逐一评估每一种关联顺序的成本。这时，优化器选择使用“贪婪”搜索的 方式查找“最优”的关联顺序。实际上，当需要关联的表超过optimizer\_search\_depth 的限制的时候，就会选择“贪婪”搜索模式了（optimizer\_sea「ch\_depth参数可以根据 需要指定大小）。

在MySQL这些年的发展过程中，优化器积累了很多“启发式”的优化策略来加速执行 计划的生成。绝大多数情况下,这都是有效的，但因为不会去计算每一种关联顺序的成本, 所以偶尔也会选择一个不是最优的执行计划。

有时，各个査询的顺序并不能随意安排，这时关联优化器可以根据这些规则大大减少搜 索空间，例如，左连接、相关子査询（后面我将继续讨论子査询）。这是因为，后面的 表的査询需要依赖于前面表的査询结果。这种依赖关系通常可以帮助优化器大大减少需 要扫描的执行计划数量。

排序优化

无论如何排序都是一个成本很高的操作，所以从性能角度考虑，应尽可能避免排序或者 尽可能避免对大量数据进行排序。

在第3章中我们已经看到MySQL如何通过索引进行排序。当不能使用索引生成排序结

注20 :查询的cost0 译者注 果的时候，MySQL需要自己进行排序，如果数据量小则在内存中进行，如果数据量大 则需要使用磁盘，不过MySQL将这个过程统一称为文件排序*｛filesort）,*即使完全是内 存排序不需要任何磁盘文件时也是如此。

如果需要排序的数据量小于“排序缓冲区”，MySQL使用内存进行“快速排序”操 作。如果内存不够排序，那么MySQL会先将数据分块，对每个独立的块使用“快速排 序”进行排序，并将各个块的排序结果存放在磁盘上，然后将各个排好序的块进行合并 （merge）,最后返回排序结果。

MySQL有如下两种排序算法：

两次传输排序（旧版本使用）

读取行指针和需要排序的字段，对其进行排序，然后再根据排序结果读取所需要的 数据行。

这需要进行两次数据传输，即需要从数据表中读取两次数据，第二次读取数据的时 候，因为是读取排序列进行排序后的所有记录，这会产生大量的随机I/O,所以两 次数据传输的成本非常高。当使用的是MylSAM表的时候，成本可能会更高，因为 MylSAM使用系统调用进行数据的读取（MylSAM非常依赖操作系统对数据的缓 存）。不过这样做的优点是，在排序的时候存储尽可能少的数据，这就让“排序缓冲 区”注”中可能容纳尽可能多的行数进行排序。

单次传输排序（新版本使用）

先读取査询所需要的所有列，然后再根据给定列进行排序，最后直接返回排序结果。 这个算法只在MySQL 4.1和后续更新的版本才引入。因为不再需要从数据表中读取 两次数据,对于I/O密集型的应用,这样做的效率髙了很多。另外，相比两次传输排序, 这个算法只需要一次顺序I/O读取所有的数据，而无须任何的随机I/O。缺点是，如 果需要返回的列非常多、非常大，会额外占用大量的空间，而这些列对排序操作本 身来说是没有任何作用的。因为单条排序记录很大，所以可能会有更多的排序块需 要合并。

很难说哪个算法效率更高，两种算法都有各自最好和最糟的场景。当查询需要所有 列的总长度不超过参数max\_length\_for\_sort\_data时，MySQL使用“单次传输排 序”，可以通过调整这个参数来影响MySQL排序算法的选择。关于这个细节，可以 参考第8章“文件排序优化”。

MySQL在进行文件排序的时候需要使用的临时存储空间可能会比想象的要大得多。原 因在于MySQL在排序时，对每一个排序记录都会分配一个足够长的定长空间来存放。

注21：内存。——译者注 这个定长空间必须足够长以容纳其中最长的字符串，例如，如果是VARCHAR列则需要分 配其完整长度；如果使用UTF-8字符集，那么MySQL将会为每个字符预留三个字节。 我们曾经在一个库表结构设计不合理的案例中看到，排序消耗的临时空间比磁盘上的原 表要大很多倍。

在关联査询的时候如果需要排序，MySQL会分两种情况来处理这样的文件排序。如 果0RDER BY子句中的所有列都来自关联的第一个表，那么MySQL在关联处理第一 个表的时候就进行文件排序。如果是这样，那么在MySQL的EXPLAIN结果中可以看到 Extra字段会有“Using filesort”。除此之外的所有情况，MySQL都会先将关联的结果 存放到一个临时表中，然后在所有的关联都结束后，再进行文件排序。这种情况下，在 MySQL 的 EXPLAIN 结果的 Extra 字段可以看到"Using temporary; Using filesort'o 如果 査询中有LIMIT的话，LIMIT也会在排序之后应用，所以即使需要返回较少的数据，临 时表和需要排序的数据量仍然会非常大。

MySQL 5.6在这里做了很多重要的改进。当只需要返回部分排序结果的时候，例如使用 T LIMIT子句，MySQL不再对所有的结果进行排序，而是根据实际情况，选择抛弃不 满足条件的结果，然后再进行排序。

国＞ 6.4.4查询执行引擎

在解析和优化阶段，MySQL将生成査询对应的执行计划，MySQL的査询执行引擎则根 据这个执行计划来完成整个査询。这里执行计划是一个数据结构，而不是和很多其他的 关系型数据库那样会生成对应的字节码。

相对于査询优化阶段，查询执行阶段不是那么复杂：MySQL只是简单地根据执行计划 给出的指令逐步执行。在根据执行计划逐步执行的过程中，有大量的操作需要通过调用 存储引擎实现的接口来完成，这些接口也就是我们称为*uhandler APIn*的接口。查询中 的每一个表由一个handler的实例表示。前面我们有意忽略了这点，实际上，MySQL在 优化阶段就为每个表创建了一个handler实例，优化器根据这些实例的接口可以获取表 的相关信息，包括表的所有列名、索引统计信息，等等。

存储引擎接口有着非常丰富的功能，但是底层接口却只有几十个，这些接口像“搭积木” 一样能够完成査询的大部分操作。例如，有一个查询某个索引的第一行的接口，再有一 个查询某个索引条目的下一个条目的功能，有了这两个功能我们就可以完成全索引扫描 的操作了。这种简单的接口模式，让MySQL的存储引擎插件式架构成为可能，但是正 如前面的讨论，也给优化器带来了一定的限制。

「 —~!并不是所有的操作都由**handler**完成。例如，当**MySQL**需要进行表锁的时候。 佥丄**handler**可能会实现自己的级别的、更细粒度的锁，如**InnoDB**就实现了自己的行基

~~L- \靈~~？本锁,但这并不能代替服务器层的表锁。正如我们第**1**章所介绍的，如果是所有存

储引擎共有的特性则由服务器层实现，比如时间和日期函数、视图、触发器等。

为了执行査询，MySQL只需要重复执行计划中的各个操作，直到完成所有的数据査询。

6.4.5返回结果给客户端

查询执行的最后一个阶段是将结果返回给客户端。即使査询不需要返回结果集给客户端， MySQL仍然会返回这个査询的一些信息，如该査询影响到的行数。

如果查询可以被缓存，那么MySQL在这个阶段也会将结果存放到査询缓存中。

MySQL将结果集返回客户端是一个增量、逐步返回的过程。例如，我们回头看看前面 的关联操作，一旦服务器处理完最后一个关联表，开始生成第一条结果时，MySQL就 可以开始向客户端逐步返回结果集了。

这样处理有两个好处：服务器端无须存储太多的结果，也就不会因为要返回太多结果而 <22?J 消耗太多内存。另外，这样的处理也让MySQL客户端第一时间获得返回的结果注22。

结果集中的每一行都会以一个满足MySQL客户端/服务器通信协议的封包发送，再通 过TCP协议进行传输，在TCP传输的过程中，可能对MySQL的封包进行缓存然后批 量传输。

6.5 MySQL査询优化器的局限性

MySQL的万能“嵌套循环”并不是对每种査询都是最优的。不过还好，MySQL査询优 化器只对少部分査询不适用，而且我们往往可以通过改写查询让MySQL高效地完成工 作。还有一个好消息，MySQL 5.6版本正式发布后，会消除很多MySQL原本的限制， 让更多的查询能够以尽可能高的效率完成。

6.5.1关联子査询

MySQL的子査询实现得非常糟糕。最糟糕的一类査询是WHERE条件中包含IN()的子査 询语句。例如，我们希望找到Sakila数据库中，演员Penelope Guiness (他的actor id 为1)参演过的所有影片信息。很自然的，我们会按照下面的方式用子查询实现：

注22：可以通过一些办法来影响这个行为——例如，我们可以使用SQL\_BUFFER\_RESULTO参考后面的“查 询优化提示”。

mysql> **SELECT \* FROM sakila.film**

**-> WHERE film\_id IN(**

**-> SELECT FROM sakila.film^actor WHERE actor\_id = 1);**

因为MySQL对IN()列表中的选项有专门的优化策略，一般会认为MySQL会先执行子 查询返回所有包含actojid为1的film\_ido 一般来说，IN()列表査询速度很快，所以 我们会认为上面的査询会这样执行:

-SELECT GROUP\_CONCAT(film\_id) FROM sakila.film\_actor WHERE actor^id = 1;

--Result: 1,23；25,106,140^66,277,361,438,499,566,509,605,635,749；832,939,970,980

SELECT \* FROM sakila.film

WHERE film\_id

IN(1,23,25；1O6,140,166,277,361,438,499,506,509,605,635,749,832,939,970,980)；

很不幸，MySQL不是这样做的。MySQL会将相关的外层表压到子査询中，它认为这样 可以更高效率地査找到数据行。也就是说，MySQL会将查询改写成下面的样子：

SELECT \* FROM sakila.film

WHERE **EXISTS (**

SELECT \* FROM sakila.film\_actor WHERE actor\_id = 1

**AND film^actor.film\_id = film.film\_id);**

|J3O> 这时，子査询需要根据film\_id来关联外部表film,因为需要字段，所以MySQL 认为无法先执行这个子査询。通过EXPLAIN我们可以看到子查询是一个相关子査询 (DEPENDENT SUBQUERY)(可以使用EXPLAIN EXTENDED来査看这个査询被改写成了什么 样子)：

mysql> EXPLAIN SELECT \* FROM sakila.film .・.；

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| +-—+  | id 1 select\_type | ■+  | table | -+  1 type | I possible\_keys | 1 |
| 1 1 1 PRIMARY | 1 film | I ALL | 1 NULL | 1 |
| 1 2 1 DEPENDENT SUBQUERY | 1 film\* ctor | 1 eq\_ref | PRIMARY, idx\_fk\_\_film\_id | | | |
| +-—+ | -+ | -+ |  |  |

根据EXPLAIN的输出我们可以看到，MySQL先选择对file表进行全表扫描，然后根据 返回的逐个执行子査询。如果是一个很小的表，这个査询糟糕的性能可能还不会 引起注意，但是如果外层的表是一个非常大的表，那么这个査询的性能会非常糟糕。当 然我们很容易用下面的办法来重写这个査询：

**mysql> SELECT film.\* FROM sakila.film**

**-> INNER JOIN sakila.film\_actor USING(film\_id)**

**-> WHERE actor\_id =1; -**

另一个优化的办法是使用函数GROUP\_CONCAT()在IN()中构造一个由逗号分隔的列表。 有时这比上面的使用关联改写更快。因为使用IN()加子査询，性能经常会非常糟，所以 通常建议使用EXISTS()等效的改写査询来获取更好的效率。下面是另一种改写却()加

子査询的办法：

**mysql> SELECT \* FROM sakila.film**

**-> WHERE EXISTS(**

**-> SELECT \* FROM sakila.filmactor WHERE actor\_id = 1**

**-> AND film\_actor.film\_id = film.film\_id);**

期\*

a

这里讨论的优化器的限制直到**Oracle**推出的**MySQL 5.5**都一直存在。**MySQL**的另 g 一个分支**MariaDB**则在原有的优化器的基础上做了大量的改进，例如这里提到的 **S IN ()**加子查询改进。

如何用好关联子查询

并不是所有关联子査询的性能都会很差。如果有人跟你说：“别用关联子査询”，那么不 要理他。先测试，然后做出自己的判断。很多时候，关联子查询是一种非常合理、自然, 甚至是性能最好的写法。我们看看下面的例子：

**mysql> EXPLAIN SELECT film id, language\_id FROM sakila.film**

**-> WHERE NOT EXISTS( ~ "**

**-> SELECT \* FROM sakila.film\_actor**

**-> WHERE film\_actor.film^id = film.film\_id**

**-> )\G**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

**id: 1**

**select\_type: PRIMARY table: film type: ALL possible\_keys: NULL ~ key: NULL key\_len: NULL**

**~ref: NULL**

**rows: 951**

**Extra: Using where**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2 row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

|  |  |
| --- | --- |
| **id** | **2** |
| **select type** | **DEPENDENT SUBQUERY** |
| **table** | **film actor** |
| **type** | **ref** |
| **possiblekeys** | **idx\_fk\_film\_id** |
| **key** | **idx\_fk\_film\_id** |
| **key\_len** | **2 ~ \_ ~** |
| **ref** |  |
| **rows** | **2 \_** |
| **Extra** | **Using where; Using index** |

一般会建议使用左外连接(LEFT OUTER JOIN)重写该査询，以代替子査询。理论上，改 写后MySQL的执行计划完全不会改变。我们来看这个例子：

**mysql> EXPLAIN SELECT film.film\_id, film.language\_id**

**-> FROM sakila.film -**

**-> LEFT OUTER JOIN sakila.film actor USING(-Film\_id) -> WHERE film^actor.film^d IS NULL\G -**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. rg \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* id: 1

|  |  |
| --- | --- |
| select\_type: | SIMPLE |
| table: | film |
| type: possible\_keys: | ALL NULL |
| key: key\_len: | NULL NULL |
| ref: | NULL |
| rows: | 951 |

Extra:

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2, row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| id: | 1 |
| select type: table: type： possible\_keys: key: key len: ~ref: rows: Extra: | SIMPLE film actor ref idx\_fk\_film\_id idx\_fk\_film\_id  *2 ~ ~ ~*  sakila.film・ film\_id  2 ~  Using where; Using index; Not exists |

可以看到，这里的执行计划基本上一样，下面是一些微小的区别：

* 表fil.m\_actor的访问类型一个是DEPENDENT SUBQUERY,而另一个是SIMPLE。这个不 同是由于语句的写法不同导致的，一个是普通査询，一个是子査询。这对底层存储 引擎接口来说，没有任何不同。
* 对film表，第二个査询的Extra中没有uUsing where”，但这不重要，第二个査询 的USING子句和第一个査询的WHERE子句实际上是完全一样的。
* 在第二个表film actor的执行计划的Extra列有“Not exists”。这是我们前面章 节中提到的提前终止算法(early-termination algorithm), MySQL通过使用“Not exists”优化来避免在表film\_actor的索引中读取任何额外的行。这完全等效于直接 编写NOT EXISTS子査询，这个执行计划中也是一样，一旦匹配到一行数据，就立刻 停止扫描。

所以，从理论上讲，MySQL将使用完全相同的执行计划来完成这个査询。现实世界中, 我们建议通过一些测试来判断使用哪种写法速度会更快。针对上面的案例，我们对两种 写法进行了测试，表6.1中列出了测试结果。

表**6・1： NOT EXISTS**和左外连接的性能比较

查询 每秒査询数结果(QPS)

**NOT EXISTS** 子查询 **360 QPS**

**LEFT OUTER JOIN 425 QPS**

我们的测试显示，使用子査询的写法要略微慢些!

不过每个具体的案例会各有不同，有时候子査询写法也会快些。例如，当返回结果中只 有一个表中的某些列的时候。听起来，这种情况对于关联査询效率也会很好。具体情况 具体分析，例如下面的关联，我们希望返回所有包含同一个演员参演的电影，因为一个 电影会有很多演员参演，所以可能会返回一些重复的记录：

**mysql> SELECT film.film id FROM sakila.film**

**-> INNER JOIN sakila.film\_actor USING(film\_id);**

我们需要使用DISTINCT和GROUP BY来移除重复的记录：

**mysql> SELECT DISTINCT film.film\_id FROM sakila.film**

**-> INNER JOIN sakila.film^actor USING(film\_id);**

但是，回头看看这个査询，到底这个査询返回的结果集意义是什么？至少这样的写法会 让SQL的意义很不明显。如果使用EXISTS则很容易表达“包含同一个参演演员”的逻辑, 而且不需要使用DISTINCT和GROUP BY,也不会产生重复的结果集，我们知道一旦使用 了 DISTINCT和GROUP BY,那么在査询的执行过程中，通常需要产生临时中间表。下面 我们用子査询的写法替换上面的关联：

**mysql> SELECT film\_id FROM sakila.film**

**-> WHERE EXISTS(SELECT \* FROM sakila.film\_actor**

**-> WHERE film.film\_id = film\_actor.-Film\_id);**

再一次，我们需要通过测试来对比这两种写法，哪个更快一些。测试结果参考表6.2。

表6・2： EXISTS和关联性能对比

查询 每秒查询数结果(QPS)

**INNER JOIN**

**185 QPS**

**EXISTS**子査询

**325 QPS**

在这个案例中，我们看到子査询速度要比关联査询更快些。

通过上面这个详细的案例，主要想说明两点：一是不需要听取那些关于子査询的“绝对 真理”，二是应该用测试来验证对子查询的执行计划和响应时间的假设。最后，关于子 查询我们需要提到的是一个MySQL的bug。在MYSQL 5.1.48和之前的版本中，下面的 写法会锁住table2中的一条记录：

SELECT ... FROM tablel WHERE col = (SELECT ... FROM table2 WHERE ..・)；

如果遇到该bug,子査询在高并发情况下的性能,就会和在单线程测试时的性能相差甚远。

这个bug的编号是46947,虽然这个问题已经被修复了，但是我们仍然要提醒读者：不 要主观猜测，应该通过测试来验证猜想。

6.5.2 UNION 的限制

有时，MySQL无法将限制条件从外层“下推”到内层，这使得原本能够限制部分返回 结果的条件无法应用到内层査询的优化上。

如果希望UNION的各个子句能够根据LIMIT只取部分结果集，或者希望能够先排好序再 合并结果集的话，就需要在UNION的各个子句中分别使用这些子句。例如，想将两个子 査询结果联合起来，然后再取前20条记录，那么MySQL会将两个表都存放到同一个临 时表中，然后再取出前20行记录：

(SELECT first\_name, last^name

FROM sakila.actor

ORDER BY last\_name)

UNION ALL ~

(SELECT first\_name, last\_name

FROM sakila.customer

ORDER BY last\_name)

LIMIT 20; ~

这条査询将会把actor中的200条记录和customer表中的599条记录存放在一个临时 表中，然后再从临时表中取出前20条。可以通过在UNION的两个子査询中分别加上一个 LIMIT 20来减少临时表中的数据：

I 234 > (SELECT first\_name, last\_name

FROM sakila.actor

ORDER BY last\_name

LIMIT 20) -

UNION ALL

(SELECT first\_name, last\_name

FROM sakila.customer

ORDER BY last\_name

LIMIT 20) ~

LIMIT 20;

现在中间的临时表只会包含40条记录了，除了性能考虑之外，在这里还需要注意一点： 从临时表中取出数据的顺序并不是一定的，所以如果想获得正确的顺序，还需要加上一 个全局的ORDER BY和LIMIT操作。

6.5.3索引合并优化

在前面的章节已经讨论过，在5.0和更新的版本中，当WHERE子句中包含多个复杂条件的 时候，MySQL能够访问单个表的多个索引以合并和交叉过滤的方式来定位需要查找的行。

6.5.4等值传递

某些时候，等值传递会带来一些意想不到的额外消耗。例如，有一个非常大的INO列表， 而MySQL优化器发现存在WHERE. ON或者USING的子句，将这个列表的值和另一个表 的某个列相关联。

那么优化器会将IN()列表都复制应用到关联的各个表中。通常，因为各个表新增了过滤 条件，优化器可以更高效地从存储引擎过滤记录。但是如果这个列表非常大，则会导致 优化和执行都会变慢。在本书写作的时候，除了修改MySQL源代码，目前还没有什么 办法能够绕过该问题(不过这个问题很少会碰到)。

6.5.5并行执行

MySQL无法利用多核特性来并行执行査询。很多其他的关系型数据库能够提供这个特 性，但是MySQL做不到。这里特别指出是想告诉读者不要花时间去尝试寻找并行执行 査询的方法。

6.5.6哈希关联

在本书写作的时候，MySQL并不支持哈希关联一一MySQL的所有关联都是嵌套循环关 联。不过，可以通过建立一个哈希索引来曲线地实现哈希关联。如果使用的是Memory 存储引擎，则索引都是哈希索引，所以关联的时候也类似于哈希关联。可以参考第5章 的“创建自定义哈希索引”部分。另外，MariaDB已经实现了真正的哈希关联。
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6.5.7松散索引扫描注&

由于历史原因，MySQL并不支持松散索引扫描，也就无法按照不连续的方式扫描一个 索引。通常，MySQL的索引扫描需要先定义一个起点和终点，即使需要的数据只是这 段索引中很少数的几个，MySQL仍需要扫描这段索引中每一个条目。

下面我们通过一个示例说明这点。假设我们有如下索引(a, b),有下面的査询：

**mysql> SELECT ... FROM tbl WHERE b BETWEEN 2 AND 3；**

因为索引的前导字段是列a,但是在査询中只指定了字段b, MySQL无法使用这个索引， 从而只能通过全表扫描找到匹配的行，如图6.5所示。

注23 ：相当于Oracle中的跳跃索引扫描(skip index scan) o 译者注

| a | b | 〈其他列〉 |
| --- | --- | --- |
| >1 | 1 | “.数据… |
| 1 | *2* | ...数据… |
| 1 | *3* | ...数据… |
| 1 | 4 | “.数据… |
| 2 | 1 | …数据... |
| 2 | 2 | ...数据… |
| 2 | 3 | ...数据... |
| 2 | 4 | ...数据... |
| 3 | 1 | …数据… |
| 3 | 2 | ...数据... |
| 3 | 3 | ...数据… |
| 3 |  | ...数据... |
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图6・5： MySQL通过全表扫描找到需要的记录

了解索引的物理结构的话，不难发现还可以有一个更快的办法执行上面的査询。索引的 物理结构（不是存储引擎的API）使得可以先扫描a列第一个值对应的b列的范围，然 后再跳到a列第二个不同值扫描对应的b列的范围。图6.6展示了如果由MySQL来实 现这个过程会怎样。
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|  |  |  |
| --- | --- | --- |
| a | b | 〈其他列〉 |
|  |  | 数据... |
| 卞 |  | .“数据… |
| A | J | …数据... |
|  | 4 | ...数据 |
| k | 1 | ...数据… |
| 2s |  | …数据… |
|  | J | ...数据... |
| 2 | 4 | …数据 |
| T  L | 1 | “.数据… |
| \ |  | …数据 |
| 3 |  | …数据 |
| 3 | 4 | ...数据... |

图6・6：使用松散索引扫描效率会更高，但是MySQL现在还不支持这么做 注意到，这时就无须再使用WHERE子句过滤，因为松散索引扫描已经跳过了所有不需要 的记录。

上面是一个简单的例子，除了松散索引扫描，新增一个合适的索引当然也可以优化上述 査询。但对于某些场景，增加索引是没用的，例如，对于第一个索引列是范围条件，第 二个索引列是等值条件的查询，靠增加索引就无法解决问题。

MySQL 5.0之后的版本，在某些特殊的场景下是可以使用松散索引扫描的，例如，在一 个分组査询中需要找到分组的最大值和最小值：

mysql> **EXPLAIN SELECT actor\_id, MAX(film\_id)**

**-> FROM sakila.film actor**

**-> GROUP BY actor\_id\G**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

id: 1

select\_type: SIMPLE

table: film\_actor

type: range

possible\_keys: NULL

~ key: PRIMARY

key\_len: 2

'ref: NULL

rows: 396

Extra: **Using index for group-by**

在EXPLAIN中的Extra字段显示“Using index for group-byM,表示这里将使用松散索引 *扫描,*不过如果MySQL能写上“loose index probe”，相信会更好理解。

在MySQL很好地支持松散索引扫描之前，一个简单的绕过问题的办法就是给前面的列 加上可能的常数值。在前面索引案例学习的章节中，我们已经看到这样做的好处了。

在MySQL 5.6之后的版本，关于松散索引扫描的一些限制将会通过“索引条件下推(index condition pushdown)w 的方式解决。

6.5.8最大值和最小值优化

对于MINO和MAX()査询，MySQL的优化做得并不好。这里有一个例子：

mysql> **SELECT MIN(actor\_id) FROM sakila.actor WHERE first^name = 'PENELOPE';**

因为在first\_name字段上并没有索引，因此MySQL将会进行一次全表扫描。如果 MySQL能够进行主键扫描，那么理论上，当MySQL读到第一个满足条件的记录的时候, 就是我们需要找的最小值了，因为主键是严格按照actor\_id字段的大小顺序排列的6但 是MySQL这时只会做全表扫描，我们可以通过査看SHOW STATUS的全表扫描计数器来 验证这一点。一个曲线的优化办法是移除MIN(),然后使用LIMIT来将査询重写如下： mysql> **SELECT actor\_id FROM sakila.actor USE INDEX(PRIMARY) -> WHERE first\_name = 'PENELOPE\* LIMIT 1;**

这个策略可以让MySQL扫描尽可能少的记录数。如果你是一个完美主义者，可能会说 这个SQL已经无法表达她的本意了。一般我们通过SQL告诉服务器我们需要什么数据, 由服务器来决定如何最优地获取数据，不过在这个案例中，我们其实是告诉MySQL如 何去获取我们需要的数据，通过SQL并不能一眼就看出我们其实是想要一个最小值。确 实如此，有时候为了获得更高的性能，我们不得不放弃一些原则。

6.5.9在同一个表上查询和更新

MySQL不允许对同一张表同时进行査询和更新。这其实并不是优化器的限制，如果清 楚MySQL是如何执行査询的，就可以避免这种情况。下面是一个无法运行的SQL,虽 然这是一个符合标准的SQL语句。这个SQL语句尝试将两个表中相似行的数量记录到 字段ent中：

mysql> **UPDATE tbl AS outer\_tbl**

**-> SET ent = ( ~**

**-> SELECT count(\*) FROM tbl AS inner\_tbl**

**-> WHERE inner^tbl.type = outer\_tbl.type**

■> )；

ERROR 1093 (HYOOO): You can't specify target table 'outer\_tbl' for update in FROM clause

□38> 可以通过使用生成表的形式来绕过上面的限制，因为MySQL只会把这个表当作一个临 时表来处理。实际上，这执行了两个査询：一个是子查询中的SELECT语句，另一个是多 表关联UPDATE,只是关联的表是一个临时表。子査询会在UPDATE语句打开表之前就完成, 所以下面的査询将会正常执行：

mysql> **UPDATE tbl**

**-> INNER JOIN(**

**-> SELECT type, count(\*) AS ent**

**-> FROM tbl**

**-> GROUP BY type**

**-> )AS der USING(type)**

**-> SET tbl.ent = der.ent;**

6.6查询优化器的提示(hint)

如果对优化器选择的执行计划不满意，可以使用优化器提供的几个提示(hint)来控制 最终的执行计划。下面将列举一些常见的提示，并简单地给出什么时候使用该提示。通 过在查询中加入相应的提示，就可以控制该査询的执行计划。关于每个提示的具体用法,

建议直接阅读MySQL官方手册。有些提示和版本有直接关系。可以使用的一些提示如 下:

HIGH\_PRIORITY 和 LOW\_PRIORITY

这个提示告诉MySQL,当多个语句同时访问某一个表的时候，哪些语句的优先级相 对高些、哪些语句的优先级相对低些。

HIGH\_PRIORITY用于SELECT语句的时候，MySQL会将此SELECT语句重新调度到所 有正在等待表锁以便修改数据的语句之前。实际上MySQL是将其放在表的队列的 最前面，而不是按照常规顺序等待。HIGH\_PRIORITY还可以用于INSERT语句，其效 果只是简单地抵消了全局LOW\_PRIORITY设置对该语句的影响。

LOW\_PRIORITY则正好相反：它会让该语句一直处于等待状态，只要队列中还有需要 访问同一个表的语句——即使是那些比该语句还晚提交到服务器的语句。这就像一 个过于礼貌的人站在餐厅门口，只要还有其他顾客在等待就一直不进去，很明显这 容易把自己给饿坏。LOW\_PRIORITY提示在SELECT. INSERT. UPDATE和DELETE语句 中都可以使用。

这两个提示只对使用表锁的存储引擎有效，千万不要在InnoDB或者其他有细粒度 锁机制和并发控制的引擎中使用。即使是在MylSAM中使用也要注意，因为这两个 提示会导致并发插入被禁用，可能会严重降低性能。

HIGH\_PRIORITY和LOW\_PRIORITY经常让人感到困惑。这两个提示并不会获取更多资 源让査询“积极”工作，也不会少获取资源让查询“消极”工作。它们只是简单地 控制了 MySQL访问某个数据表的队列顺序。
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DELAYED

这个提示对INSERT和REPLACE有效。MySQL会将使用该提示的语句立即返回给客 户端，并将插入的行数据放入到缓冲区，然后在表空闲时批量将数据写入。日志系 统使用这样的提示非常有效，或者是其他需要写入大量数据但是客户端却不需要等 待单条语句完成I/O的应用。这个用法有一些限制：并不是所有的存储引擎都支持 这样的做法；并且该提示会导致函数LAST\_INSERT\_ID()无法正常工作。

STRAIGHT\_JOIN

这个提示可以放置在SELECT语句的SELECT关键字之后，也可以放置在任何两个关 联表的名字之间。第一个用法是让査询中所有的表按照在语句中出现的顺序进行关 联。第二个用法则是固定其前后两个表的关联顺序。

当MySQL没能选择正确的关联顺序的时候，或者由于可能的顺序太多导致MySQL 无法评估所有的关联顺序的时候，STRAIGHT\_JOIN都会很有用。在后面这种情况, MySQL可能会花费大量时间在“statistics”状态，加上这个提示则会大大减少优化 器的搜索空间。

可以先使用EXPLAIN语句来査看优化器选择的关联顺序，然后使用该提示来重写 査询，再看看它的关联顺序。当你确定无论怎样的where条件，某个固定的关联 顺序始终是最佳的时候，使用这个提示可以大大提高优化器的效率。但是在升级 MySQL版本的时候，需要重新审视下这类查询，某些新的优化特性可能会因为该提 示而失效。

SQL\_SMALL\_RESULT 和 SQL\_BIG\_RESULT

这两个提示只对SELECT语句有效。它们告诉优化器对GROUP BY或者DISTINCT査询 如何使用临时表及排序。SQL\_SMALL\_RESULT告诉优化器结果集会很小，可以将结果 集放在内存中的索引临时表，以避免排序操作。如果是SQL\_BIG\_RESULT,则告诉优 化器结果集可能会非常大，建议使用磁盘临时表做排序操作。

SQL\_BUFFER\_RESULT

这个提示告诉优化器将查询结果放入到一个临时表，然后尽可能快地释放表锁。这 和前面提到的由客户端缓存结果不同。当你没法使用客户端缓存的时候，使用服务 器端的缓存通常很有效。带来的好处是无须在客户端上消耗太多的内存，还可以尽 可能快地释放对应的表锁。代价是，服务器端将需要更多的内存。

SQL\_CACHE 和 SQL\_NO\_CACHE

这个提示告诉MySQL这个结果集是否应该缓存在查询缓存中，下一章我们将详细 介绍如何使用。

SQL\_CALC\_FOUND\_ROWS

严格来说，这并不是一个优化器提示。它不会告诉优化器任何关于执行计划的东西。 它会让MySQL返回的结果集包含更多的信息。査询中加上该提示MySQL会计算 囲〉 除去LIMIT子句后这个査询要返回的结果集的总数，而实际上只返回LIMIT要求的 结果集。可以通过函数FOUND\_ROW（）获得这个值。（参阅后面的“SQL\_CALC\_FOUND\_ ROWS优化”部分，了解下为什么不应该使用该提示。）

FOR UPDATE 和 LOCK IN SHARE MODE

这也不是真正的优化器提示。这两个提示主要控制SELECT语句的锁机制，但只对 实现了行级锁的存储引擎有效。使用该提示会对符合查询条件的数据行加锁。对于 INSERT.. .SELECT语句是不需要这两个提示的，因为对于MySQL 5.0和更新版本会 默认给这些记录加上读锁。（可以禁用该默认行为，但不是个好主意，在后面关于复 制和备份的章节中将解释这一点。）

唯一内置的支持这两个提示的引擎就是hmoDB。另外需要记住的是，这两个提示会 让某些优化无法正常使用，例如索引覆盖扫描。InnoDB不能在不访问主键的情况下 排他地锁定行，因为行的版本信息保存在主键中。

糟糕的是，这两个提示经常被滥用，很容易造成服务器的锁争用问题，后面章节我 们将讨论这点。应该尽可能地避免使用这两个提示，通常都有其他更好的方式可以 实现同样的目的。

USE INDEX、 IGNORE INDEX和 FORCE INDEX

这几个提示会告诉优化器使用或者不使用哪些索引来査询记录（例如，在决定关联 顺序的时候使用哪个索引）。在MySQL 5.0和更早的版本，这些提示并不会影响到 优化器选择哪个索引进行排序和分组，在MyQL 5.1和之后的版本可以通过新增选 项FOR ORDER BY和FOR GROUP BY来指定是否对排序和分组有效。

FORCE INDEX和USE INDEX基本相同，除了一点：FORCE INDEX会告诉优化器全表扫 描的成本会远远高于索引扫描，哪怕实际上该索引用处不大。当发现优化器选择了 错误的索引，或者因为某些原因（比如在不使用ORDER BY的时候希望结果有序）要 使用另一个索引时，可以使用该提示。在前面关于如何使用LIMIT高效地获取最小 值的案例中，已经演示过这种用法。

在MySQL 5.0和更新版本中，新增了一些参数用来控制优化器的行为：

optimizersearchdepth

这个参数控制优化器在穷举执行计划时的限度。如果査询长时间处于“Statistics” 状态，那么可以考虑调低此参数。

optimize rprunelevel

该参数默认是打开的，这让优化器会根据需要扫描的行数来决定是否跳过某些执行 计划。

optimizerswitch <24F|

这个变量包含了一些开启/关闭优化器特性的标志位。例如在MySQL 5.1中可以通 过这个参数来控制禁用索引合并的特性。

前两个参数是用来控制优化器可以走的一些“捷径”。这些捷径可以让优化器在处理非 常复杂的SQL语句时，仍然可以很高效，但这也可能让优化器错过一些真正最优的执行 计划。所以应该根据实际需要来修改这些参数。

MySQL升级后的验证

在优化器面前耍一些“小聪明”是不好的。这样做收效甚小，但是却给维护带来了 很多额外的工作量。在MySQL版本升级的时候，这个问题就很突出了，你设置的 “优化器提示”很可能会让新版的优化策略失效。

MySQL 5.0版本引入了大量优化策略，在还没有正式发布的*5.6版*本中，优化器的 改进也是近些年来最大的一次改进。如果要更新到这些版本，当然希望能够从这些 改进中受益。

新版MySQL基本上在各个方面都有非常大的改进，5.5和5.6这两个版本尤为突 出。升级操作一般来说都很顺利，但仍然建议仔细检查各个细节，以防止一些边界 情况影响你的应用程序。不过还好，要避免这些，你不需要付出太多的精力。使用 Percona Toolkit中的pt-upgrade工具，就可以检查在新版本中运行的SQL是否与 老版本一样，返回相同的结果。

6.7优化特定类型的查询

这一节，我们将介绍如何优化特定类型的查询。在本书的其他部分都会分散介绍这些优 化技巧，不过这里将会汇总一下，以便参考和査阅。

本节介绍的多数优化技巧都是和特定的版本有关的，所以对于未来MySQL的版本未必 适用。毫无疑问，某一天优化器自己也会实现这里列出的部分或者全部优化技巧。

6.7.1优化COUNT()查询

C0UNTO聚合函数，以及如何优化使用了该函数的査询，很可能是MySQL中最容易被 误解的前10个话题之一。在网上随便搜索一下就能看到很多错误的理解，可能比我们 想象的多得多。

在做优化之前，先来看看C0UNTO函数真正的作用是什么。

国〉COUNT()的作用

C0UNTO是一个特殊的函数，有两种非常不同的作用：它可以统计某个列值的数量，也 可以统计行数。在统计列值时要求列值是非空的(不统计NULL)。如果在C0UNTO的括 号中指定了列或者列的表达式，则统计的就是这个表达式有值的结果数注24。因为很多人 对NULL理解有问题，所以这里很容易产生误解。如果想了解更多关于SQL语句中NULL 的含义，建议阅读一些关于SQL语句基础的书籍。(关于这个话题，互联网上的一些信 息是不够精确的。)

C0UNTO的另一个作用是统计结果集的行数。当MySQL确认括号内的表达式值不可能

注24 :而不是NULL。——译者注

为空时，实际上就是在统计行数。最简单的就是当我们使用COUNT(\*)的时候，这种情况 下通配符\*并不会像我们猜想的那样扩展成所有的列，实际上，它会忽略所有的列而直 接统计所有的行数。

我们发现一个最常见的错误就是，在括号内指定了一个列却希望统计结果集的行数。如 果希望知道的是结果集的行数，最好使用COUNT(\*),这样写意义清晰，性能也会很好。

关于MylSAM的神话

一个容易产生的误解就是:MylSAM的C0UNTO函数总是非常快,不过这是有前提条件的， 即只有没有任何WHERE条件的COUNT(\*)才非常快，因为此时无须实际地去计算表的行数。 MySQL可以利用存储引擎的特性直接获得这个值。如果MySQL知道某列col不可能为 NULL值，那么MySQL内部会将COUNT(col)表达式优化为C0UNT(\*)o

当统计带WHERE子句的结果集行数，可以是统计某个列值的数量时，MylSAM的 COUNTO和其他存储引擎没有任何不同，就不再有神话般的速度了。所以在MylSAM引 擎表上执行COUNTO有时候比别的引擎快，有时候比别的引擎慢，这受很多因素影响， 要视具体情况而定。

简单的优化

有时候可以使用MylSAM在COUNT(\*)全表非常快的这个特性，来加速一些特定条件的 COUNTO的査询。在下面的例子中，我们使用标准数据库world来看看如何快速査找到 所有ID大于5的城市。可以像下面这样来写这个查询：

**mysql> SELECT COUNT(\*) FROM world.City WHERE ID > 5；**

通过SHOW STATUS的结果可以看到该査询需要扫描4 097行数据。如果将条件反转一下， 先査找ID小于等于5的城市数，然后用总城市数一减就能得到同样的结果，却可以将扫 描的行数减少到5行以内:

**mysql> SELECT (SELECT COUNT(\*) FROM world.City) - COUNT(\*) < 243 |**

**-> FROM world.City WHERE ID <= 5；**

这样做可以大大减少需要扫描的行数，是因为在査询优化阶段会将其中的子査询直接当 作一个常数来处理，我们可以通过EXPLAIN来验证这点：

|  |  |
| --- | --- |
| + + + +,  I id | select\_type | table |. | ..+ + +  ・.| rows | Extra | |
| | 1 | PRIMARY | City |.  1 2 1 SUBQUERY | NULL |.  + +. | ..| 6 | Using where; Using index |  ..1 NULL | Select tables optimized away |  -+ + |

在邮件组和IRC聊天频道中，通常会看到这样的问题：如何在同一个査询中统计同一 个列的不同值的数量，以减少査询的语句量。例如，假设可能需要通过一个査询返回各 种不同颜色的商品数量，此时不能使用OR语句(比如SELECT COUNKcoloi^'blue\* OR color=Ted') FROM items;),因为这样做就无法区分不同颜色的商品数量：也不能在 WHERE 条件中指定颜色(比如 SELECT COUNT(\*) FROM items WHERE color^'blue1 AND color=,RED,;),因为颜色的条件是互斥的。下面的査询可以在一定程度上解决这个问 题注％

**mysql> SELECT SUM(IF(color = 'blue', 1, 0)) AS blue,SUM(IF(color = 'red', 1, 0)) -> AS red FROM items;**

也可以使用COUNT()而不是SUMO实现同样的目的，只需要将满足条件设置为真，不满 足条件设置为NULL即可：

**mysql> SELECT COUNT(color = 'blue\* OR NULL) AS blue, COUNT(color = 'red\* OR NULL) -> AS red FROM items;**

使用近似值

有时候某些业务场景并不要求完全精确的COUNT值，此时可以用近似值来代替。EXPLAIN 出来的优化器估算的行数就是一个不错的近似值，执行EXPLAIN并不需要真正地去执行 査询，所以成本很低。

很多时候，计算精确值的成本非常高，而计算近似值则非常简单。曾经有一个客户希望 我们统计他的网站的当前活跃用户数是多少，这个活跃用户数保存在缓存中，过期时间 为30分钟，所以每隔30分钟需要重新计算并放入缓存。因此这个活跃用户数本身就不 是精确值，所以使用近似值代替是可以接受的。另外，如果要精确统计在线人数，通常 WHERE条件会很复杂，一方面需要剔除当前非活跃用户，另一方面还要剔除系统中某些 特定ID的“默认”用户，去掉这些约束条件对总数的影响很小，但却可能很好地提升该 査询的性能。更进一步地优化则可以尝试删除DISTINCT这样的约束来避免文件排序。这 样重写过的査询要比原来的精确统计的査询快很多，而返回的结果则几乎相同。

區> 更复杂的优化

通常来说，C0UNTO都需要扫描大量的行(意味着要访问大量数据)才能获得精确的结 果，因此是很难优化的。除了前面的方法，在MySQL层面还能做的就只有索引覆盖扫 描了。如果这还不够，就需要考虑修改应用的架构，可以增加汇总表(第4章已经介绍过)， 或者增加类似*Memcached*这样的外部缓存系统。可能很快你就会发现陷入到一个熟悉的 困境，“快速，精确和实现简单”，三者永远只能满足其二，必须舍掉其中一个。

注 25 :也可以写成这样的 SUM()表达式：SUM (color = 'blue'), SUM(color = 'red\*),,

6.7.2优化关联查询

这个话题基本上整本书都在讨论，这里需要特别提到的是：

* 确保ON或者USING子句中的列上有索引。在创建索引的时候就要考虑到关联的顺序。 当表A和表B用列c关联的时候，如果优化器的关联顺序是B、A,那么就不需要在 B表的对应列上建上索引。没有用到的索引只会带来额外的负担。一般来说，除非 有其他理由，否则只需要在关联顺序中的第二个表的相应列上创建索引。
* 确保任何的GROUP BY和ORDER BY中的表达式只涉及到一个表中的列，这样MySQL 才有可能使用索引来优化这个过程。

•当升级MySQL的时候需要注意：关联语法、运算符优先级等其他可能会发生变化 的地方。因为以前是普通关联的地方可能会变成笛卡儿积，不同类型的关联可能会 生成不同的结果等。

6.7.3优化子查询

关于子查询优化我们给出的最重要的优化建议就是尽可能使用关联査询代替，至少当前 的MySQL版本需要这样。本章的前面章节已经详细介绍了这点。“尽可能使用关联”并 不是绝对的，如果使用的是MySQL 5.6或更新的版本或者MariaDB,那么就可以直接忽 略关于子查询的这些建议了。

6.7.4 优化 GROUP BY 和 DISTINCT

在很多场景下，MySQL都使用同样的办法优化这两种査询，事实上，MySQL优化器会 在内部处理的时候相互转化这两类査询。它们都可以使用索引来优化，这也是最有效的 优化办法。

在MySQL中，当无法使用索引的时候，GROUP BY使用两种策略来完成：使用临时表或 者文件排序来做分组。对于任何査询语句，这两种策略的性能都有可以提升的地方。可 以通过使用提示SQL\_BIG\_RESULT和SQL\_SMALL\_RESULT来让优化器按照你希望的方式运 行。在本章的前面章节我们已经讨论了这点。

如果需要对关联査询做分组(GROUP BY),并且是按照査找表中的某个列进行分组，那 么通常采用査找表的标识列分组的效率会比其他列更高。例如下面的査询效率不会很好:

**mysql> SELECT actor.first\_name, actor.last^ame^ COUNT(\*)**

**-> FROM sakila.film actor**

**-> INNER JOIN sakila.actor USING(actor\_id)**

**-> GROUP BY actor.first\_\_name, actor.last\_name;**

如果查询按照下面的写法效率则会更高:

**mysql> SELECT actor.first\_name4 actor.last^ame^ C0UNT(\*)**

**-> FROM sakila.film actor**

**-> INNER JOIN sakila.actor USING(actor id)**

**-> GROUP BY film\_actor.actorjd; -**

使用actor.actor\_id列分组的效率甚至会比使用film\_acto「.acto「\_id更好。这一点通 过简单的测试即可验证。

这个查询利用了演员的姓名和ID直接相关的特点，因此改写后的结果不受影响，但显 然不是所有的关联语句的分组査询都可以改写成在SELECT中直接使用非分组列的形式 的。甚至可能会在服务器上设置SQL\_MODE来禁止这样的写法。如果是这样，也可以通过 MIN()或者MAX()函数来绕过这种限制，但一定要清楚，SELECT后面出现的非分组列一 定是直接依赖分组列，并且在每个组内的值是唯一的，或者是业务上根本不在乎这个值 具体是什么：

**mysql> SELECT MIN(actor.first^name), MAX(actor.last\_name),...；**

较真的人可能会说这样写的分组査询是有问题的，确实如此。从MINO或者MAX()函 数的用法就可以看出这个査询是有问题的。但若更在乎的是MySQL运行査询的效率 时这样做也无可厚非、。如果实在较真的话也可以改写成下面的形式：

**mysql> SELECT actor.first\_name> actor.last\_name> c.cnt**

**-> FROM sakila.actor**

**-> INNER JOIN (**

**-> SELECT actorJd, COUNT(\*) AS ent**

**-> FROM sakila.film actor**

**-> GROUP BY actor id**

**-> )AS c USING(actorJd);**

这样写更满足关系理论，但成本有点高，因为子査询需要创建和填充临时表，而子査询 中创建的临时表是没有任何索引的注26。

在分组査询的SELECT中直接使用非分组列通常都不是什么好主意，因为这样的结果通常 是不定的，当索引改变，或者优化器选择不同的优化策略时都可能导致结果不一样。我 国〉们碰到的大多数这种査询最后都导致了故障(因为MySQL不会对这类査询返回错误)，

而且这种写法大部分是由于偷懒而不是为优化而故意这么设计的。建议始终使用含义明 确的语法。事实上，我们建议将MySQL的SQL\_MODE设置为包含ONLY\_FULL\_GROUP\_BY, 这时MySQL会对这类査询直接返回一个错误，提醒你需要重写这个査询。

如果没有通过ORDER BY子句显式地指定排序列，当査询使用GROUP BY子句的时候，结

注26 :值得一提的是，MariaDB修复了这个限制。

果集会自动按照分组的字段进行排序。如果不关心结果集的顺序，而这种默认排序又导 致了需要文件排序，则可以使用ORDER BY NULL,让MySQL不再进行文件排序。也可 以在GROUP BY子句中直接使用DESC或者ASC关键字，使分组的结果集按需要的方向排序。

优化 GROUP BY WITH ROLLUP

分组査询的一个变种就是要求MySQL对返回的分组结果再做一次超级聚合。可以使 用WITH ROLLUP子句来实现这种逻辑，但可能会不够优化。可以通过EXPLAIN来观察其 执行计划，特别要注意分组是否是通过文件排序或者临时表实现的。然后再去掉WITH ROLLUP子句看执行计划是否相同。也可以通过本节前面介绍的优化器提示来固定执行计 划。

很多时候，如果可以，在应用程序中做超级聚合是更好的，虽然这需要返回给客户端更 多的结果。也可以在FROM子句中嵌套使用子査询，或者是通过一个临时表存放中间数据， 然后和临时表执行UNION来得到最终结果。

最好的办法是尽可能的将WITH ROLLUP功能转移到应用程序中处理。

6.7.5优化LIMIT分页

在系统中需要进行分页操作的时候，我们通常会使用LIMIT加上偏移量的办法实现，同 时加上合适的ORDER BY子句。如果有对应的索引，通常效率会不错，否则，MySQL需 要做大量的文件排序操作。

一个非常常见又令人头疼的问题就是，在偏移量非常大的时候注27,例如可能是LIMIT 1000,20这样的査询，这时MySQL需要査询10 020条记录然后只返回最后20条，前面 10 000条记录都将被抛弃，这样的代价非常髙。如果所有的页面被访问的频率都相同， 那么这样的査询平均需要访问半个表的数据。要优化这种査询，要么是在页面中限制分 页的数量，要么是优化大偏移量的性能。

优化此类分页査询的一个最简单的办法就是尽可能地使用索引覆盖扫描，而不是査询所 有的列。然后根据需要做一次关联操作再返回所需的列。对于偏移量很大的时候，这样 做的效率会提升非常大。考虑下面的査询：

**mysql> SELECT filmjd, description FROM sakila.film ORDER BY title LIMIT** *50, 5；*

如果这个表非常大，那么这个査询最好改写成下面的样子：
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注27：翻页到非常靠后的页面。——译者注

**mysql> SELECT film.description**

**-> FROM sakila.film**

**-> INNER JOIN (**

**-> SELECT film id FROM sakila.film**

**-> ORDER BY title LIMIT 50, 5**

**-> )AS lim USING(film\_id);**

这里的“延迟关联”将大大提升査询效率，它让MySQL扫描尽可能少的页面，获取需 要访问的记录后再根据关联列回原表査询需要的所有列。这个技术也可以用于优化关联 査询中的LIMIT子句。

有时候也可以将LIMIT査询转换为已知位置的査询，让MySQL通过范围扫描获得到对 应的结果。例如，如果在一个位置列上有索引，并且预先计算出了边界值，上面的査询 就可以改写为：

**mysql> SELECT -Filmed, description FROM sakila.film**

**-> WHERE position BETWEEN 50 AND 54 ORDER BY position;**

对数据进行排名的问题也与此类似，但往往还会同时和GROUP BY混合使用。在这种情况 下通常都需要预先计算并存储排名信息。

LIMIT和OFFSET的问题，其实是OFFSET的问题，它会导致MySQL扫描大量不需要的 行然后再抛弃掉。如果可以使用书签记录上次取数据的位置，那么下次就可以直接从该 书签记录的位置开始扫描，这样就可以避免使用0FFSETO例如，若需要按照租借记录做 翻页，那么可以根据最新一条租借记录向后追溯，这种做法可行是因为租借记录的主键 是单调增长的。首先使用下面的査询获得第一组结果：

**mysql> SELECT \* FROM sakila.rental**

**-> ORDER BY rentalJd DESC LIMIT 20;**

假设上面的查询返回的是主键为16 049到16 030的租借记录，那么下一页査询就可以 从16 030这个点开始：

**mysql> SELECT \* FROM sakila.rental**

**-> WHERE rental id < 16030.**

**-> ORDER BY rentaljd DESC LIMIT 20;**

该技术的好处是无论翻页到多么后面，其性能都会很好。

其他优化办法还包括使用预先计算的汇总表，或者关联到一个冗余表，冗余表只包含主 键列和需要做排序的数据列。还可以使用Sphinx优化一些搜索操作，参考附录F可以获 得更多相关信息。

6.7.6 优化 SQL\_CALC\_FOUND\_ROWS 也

分页的时候，另一个常用的技巧是在LIMIT语句中加上SQL\_CALC\_FOUND\_ROWS提示（hint）, 这样就可以获得去掉LIMIT以后满足条件的行数，因此可以作为分页的总数。看起来， MySQL做了一些非常“高深”的优化，像是通过某种方法预测了总行数。但实际上， MySQL只有在扫描了所有满足条件的行以后，才会知道行数，所以加上这个提示以后， 不管是否需要，MySQL都会扫描所有满足条件的行，然后再抛弃掉不需要的行，而不 是在满足LIMIT的行数后就终止扫描。所以该提示的代价可能非常高。

一个更好的设计是将具体的页数换成“下一页”按钮，假设每页显示20条记录，那么 我们每次査询时都是用LIMIT返回21条记录并只显示20条，如果第21条存在，那么 我们就显示“下一页”按钮，否则就说明没有更多的数据，也就无须显示“下一页”按 钮了。

另一种做法是先获取并缓存较多的数据——例如，缓存1 000条——然后每次分页都从 这个缓存中获取。这样做可以让应用程序根据结果集的大小采取不同的策略，如果结果 集少于1 000,就可以在页面上显示所有的分页链接，因为数据都在缓存中，所以这样 做性能不会有问题。如果结果集大于1 000,则可以在页面上设计一个额外的“找到的 结果多于1 000条”之类的按钮。这两种策略都比每次生成全部结果集再抛弃掉不需要 的数据的效率要高很多。

有时候也可以考虑使用EXPLAIN的结果中的rows列的值来作为结果集总数的近似值 （实际上Google的捜索结果总数也是个近似值）。当需要精确结果的时候，再单独使用 COUNT（\*）来满足需求，这时如果能够使用索引覆盖扫描则通常也会比SQL\_CALC\_FOUND\_ ROWS快得多。

6.7.7优化UNION查询

MySQL总是通过创建并填充临时表的方式来执行UNION査询。因此很多优化策略在 UNION査询中都没法很好地使用。经常需要手工地将WHERE. LIMIT. ORDER BY等子句“下 推”到UNION的各个子査询中，以便优化器可以充分利用这些条件进行优化（例如，直 接将这些子句冗余地写一份到各个子査询）。

除非确实需要服务器消除重复的行，否则就一定要使用UNION ALL,这一点很重要。如 果没有ALL关键字，MySQL会给临时表加上DISTINCT选项，这会导致对整个临时表的 数据做唯一性检査。这样做的代价非常高。即使有ALL关键字，MySQL仍然会使用临 时表存储结果。事实上，MySQL总是将结果放入临时表，然后再读出，再返回给客户端。 虽然很多时候这样做是没有必要的（例如，MySQL可以直接把这些结果返回给客户端）。

» 6.7.8静态査询分析

Percona Toolkit中的*pt-query-advisor*能够解析査询日志、分析査询模式,然后给出所有 可能存在潛在问题的査询，并给出足够详细的建议。这像是给MySQL所有的査询做一 次全面的健康检査。它能检测出许多常见的问题，诸如我们前面介绍的内容。

6.7.9使用用户自定义变量

用户自定义变量是一个容易被遗忘的MySQL特性，但是如果能够用好，发挥其潜力， 在某些场景可以写出非常高效的査询语句。在査询中混合使用过程化和关系化逻辑的时 候，自定义变量可能会非常有用。单纯的关系査询将所有的东西都当成无序的数据集合， 并且一次性操作它们。MySQL则采用了更加程序化的处理方式。MySQL的这种方式有 它的弱点，但如果能熟练地掌握，则会发现其强大之处，而用户自定义变量也可以给这 种方式带来很大的帮助。

用户自定义变量是一个用来存储内容的临时容器，在连接MySQL的整个过程中都存在。 可以使用下面的SET和SELECT语句来定义它们注:

**mysql> SET @one := 1;**

**mysql> SET @min\_actor := (SELECT MIN(actor id) FROM sakila.actor); mysql> SET @last\_week := CURRENT.DATE-INTERVAL 1 WEEK;**

然后可以在任何可以使用表达式的地方使用这些自定义变量：

**mysql> SELECT ... WHERE col <= @last\_week;**

在了解自定义变量的强大之前，我们再看看它自身的一些属性和限制，看看在哪些场景 下我们不能使用用户自定义变量:

* 使用自定义变量的査询，无法使用査询缓存。
* 不能在使用常量或者标识符的地方使用自定义变量，例如表名、列名和LIMIT子句中。

•用户自定义变量的生命周期是在一个连接中有效，所以不能用它们来做连接间的通 信。

* 如果使用连接池或者持久化连接，自定义变量可能让看起来毫无关系的代码发生交 互(如果是这样，通常是代码bug或者连接池bug,这类情况确实可能发生)。
* 在5.0之前的版本，是大小写敏感的，所以要注意代码在不同MySQL版本间的兼容 性问题。
* 不能显式地声明自定义变量的类型。确定未定义变量的具体类型的时机在不同

注28：在某些场景下，也可以直接使用=进行赋值，不过为了避免歧义，建议始终使用：=。

MySQL版本中也可能不一样。如果你希望变量是整数类型，那么最好在初始化的时 候就赋值为0,如果希望是浮点型则赋值为0.0,如果希望是字符串则赋值为”，用 户自定义变量的类型在赋值的时候会改变。MySQL的用户自定义变量是一个动态 类型。

* MySQL优化器在某些场景下可能会将这些变量优化掉，这可能导致代码不按预想的 方式运行。
* 赋值的顺序和赋值的时间点并不总是固定的，这依赖于优化器的决定。实际情况可 能很让人困惑，后面我们将看到这一点。
* 赋值符号：=的优先级非常低，所以需要注意，赋值表达式应该使用明确的括号。
* 使用未定义变量不会产生任何语法错误，如果没有意识到这一点，非常容易犯错。

优化排名语句

使用用户自定义变量注29的一个重要特性是你可以在给一个变量赋值的同时使用这个变 量。换句话说，用户自定义变量的赋值具有“左值”特性。下面的例子展示了如何使用 变量来实现一个类似“行号(row number)w的功能：

**mysql> SET @rownum := 0;**

**mysql> SELECT actor id, @rownum := @rownum + 1 AS rownum -> FROM sakila.actor LIMIT 3；**

+ + +

I actor\_id | rownum |

+ + +

I 1 I 1 丨

I 2 | 2 |

I 3 | 3 |

+ + +

这个例子的实际意义并不大，它只是实现了一个和该表主键一样的列。不过，我们也可 以把这当作一个排名。现在我们来看一个更复杂的用法。我们先编写一个査询获取演过 最多电影的前10位演员，然后根据他们的出演电影次数做一个排名，如果出演的电影 数量一样，则排名相同。我们先编写一个査询，返回每个演员参演电影的数量：

**mysql> SELECT actorjd, COUNT(\*) as ent -> FROM sakila.film actor**

**-> GROUP BY actor id**

**-> ORDER BY ent DESC**

**-> LIMIT 10;**

+ + +

I actor\_id | ent |

+ + +

107 | 42 |

102 | 41 |

198 | 40 |

注29：为行文方便，后面在不引起歧义的情况下将简称为“变量”。——译者注

I 181 I 39 I

I 23 I 37 I

, I 81 I 36 I E25T> I 106 I 35 I

I 60 I 35 I

I 13 丨 35 I

I 158 I 35 I

现在我们再把排名加上去，这里看到有四名演员都参演了 35部电影，所以他们的排名 应该是相同的。我们使用三个变量来实现：一个用来记录当前的排名，一个用来记录前 一个演员的排名，还有一个用来记录当前演员参演的电影数量。只有当前演员参演的电 影的数量和前一个演员不同时，排名才变化。我们先试试下面的写法:

**mysql> SET @curr\_cnt := 0, @prev\_cnt := 0, @rank := 0; mysql> SELECT actor id,**

**-> @curr\_cnt":= COUNT(\*) AS ent,**

**-> @rank := IF(@prev\_cnt <> @curr\_cnt, @rank +** *1,* **©rank) AS rank,**

**-> @prev\_cnt := @curr\_cnt AS dummy**

**-> FROM sakila.film\_actor**

**-> GROUP BY actor id**

**-> ORDER BY ent DESC**

**-> LIMIT 10；**

+ + + + + | actor\_id | ent | rank | dummy |

+ + + + +

107 | 42 | 0 | 0 |

102 | 41 | 0 | 0 |

Oops——排名和统计列一直都无法更新，这是什么原因？

对这类问题，是没法给出一个放之四海皆准的答案的，例如，一个变量名的拼写错误就 可能导致这样的问题（这个案例中并不是这个原因），具体问题要具体分析。这里，通 过EXPLAIN我们看到将会使用临时表和文件排序，所以可能是由于变量赋值的时间和我 们预料的不同。

在使用用户自定义变量的时候，经常会遇到一些“诡异”的现象，要揪出这些问题的原 因通常都不容易，但是相比其带来的好处，深究这些问题是值得的。使用SQL语句生成 排名值通常需要做两次计算，例如，需要额外计算一次出演过相同数量电影的演员有哪 些。使用变量则可一次完成一一这对性能是一个很大的提升。

针对这个案例，另一个简单的方案是在FROM子句中使用子査询生成一个中间的临 时表：

mysql> **SET @curr\_cnt := 0, @prev\_cnt := 0, @rank := 0;**

**-> SELECT actor\_id, ~**

**-> @curr\_cnt := ent AS ent,**

**-> @rank := IF(@prev\_cnt <> @curr\_cnt, @rank +** *1,* **@rank) AS rank,**

**-> @prev\_cnt := @curr ent AS dummy**

**-> FROM ( ~**

**-> SELECT actor\_id, COUNT(\*) AS ent**

**-> FROM sakila.film actor**

**-> GROUP BY actor\_id**
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**-> ORDER BY ent DESC**

**-> LIMIT 10**

**-> )as der;**

+ + + + +

| actor\_id | ent | rank | dummy |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| +— | +- | +\_\_ |  |  |
| 1 | 107 | | 42 | | 1 1 | 42 | |
| 1 | 102 | | 41 1 | 2 1 | 41 I |
| 1 | 198 | | 40 | | 3 I | 40 | |
| 1 | 181 | | 39 | | 4 I | 39 | |
| 1 | 23 | | 37 | | 5 1 | 37 | |
| 1 | 81 1 | 36 | | 6 1 | 36 | |
| 1 | 106 | | 35 | | 7 1 | 35 | |
| 1 | 60 | | 35 | | 7 1 | 35 | |
| 1 | 13 | | 35 | | ,7 I | 35 | |
| 1  +— | 158 | | 35 | | 7 1 | 35 | |

避免重复查询刚刚更新的数据

如果在更新行的同时又希望获得该行的信息，要怎么做才能避免重复的査询呢？不幸的 *是,*MySQL并不支持像PostgreSQL那样的UPDATE RETURNING语法，这个语法可以帮 你在更新行的时候同时返回该行的信息。还好在MySQL中你可以使用变量来解决这个 问题。例如，我们的一个客户希望能够更高效地更新一条记录的时间戳，同时希望査询 当前记录中存放的时间戳是什么。简单地，可以用下面的代码来实现：

UPDATE tl SET lastUpdated = NOW() WHERE id = *1;*

SELECT lastUpdated FROM tl WHERE id = *1;*

使用变量，我们可以按如下方式重写査询：

UPDATE tl SET lastUpdated = NOW() IaIHERE id = 1 AND @now := NOW();

SELECT @now;

上面看起来仍然需要两个査询，需要两次网络来回，但是这里的第二个査询无须访问任 何数据表，所以会快非常多。(如果网络延迟非常大，那么这个优化的意义可能不大，不 过对这个客户，这样做的效果很好。)

统计更新和插入的数量

当使用了 INSERT ON DUPLICATE KEY UPDATE的时候，如果想知道到底插入了多少行数据, 到底有多少数据是因为冲突而改写成更新操作的？ Kerstian KOhntopp在他的博客上给出 了一个解决这个问题的办法注抻。实现办法的本质如下：

INSERT INTO tl(cl, C2) VALUES(4, 4), (2, 1), (3, 1)

ON DUPLICATE KEY UPDATE

cl = VALUES(cl) + ( 0 \* ( @x := @x +1 ));

H53>当每次由于冲突导致更新时对变量@X自增一次。然后通过对这个表达式乘以0来让其不 影响要更新的内容。另外，MySQL的协议会返回被更改的总行数，所以不需要单独统 计这个值。

确定取值的顺序

使用用户自定义变量的一个最常见的问题就是没有注意到在赋值和读取变量的时候 可能是在査询的不同阶段。例如，在SELECT子句中进行赋值然后在WHERE子句中读 取变量，则可能变量取值并不如你所想。下面的査询看起来只返回一个结果，但事实 并非如此：

**mysql> SET @rownum := 0;**

**mysql> SELECT actor.id, @rownum := @rownum + 1 AS ent**

**-> FROM sakila.actor**

**-> WHERE @rownum <= 1;**

+ + +

I actor\_id I ent |

+---- + +

I 1 I 1 I

I 2 I 2 I

因为WHERE和SELECT是在査询执行的不同阶段被执行的。如果在査询中再加入ORDER BY的话，结果可能会更不同：

**mysql> SET @rownum := 0;**

**mysql> SELECT actor.id, @rownum := @rownum + 1 AS ent**

**-> FROM sakila.actor**

**-> WHERE @rownum <= 1**

**-> ORDER BY first.name;**

这是因为ORDER BY引入了文件排序，而WHERE条件是在文件排序操作之前取值的，所以 这条査询会返回表中的全部记录。解决这个问题的办法是让变量的赋值和取值发生在执 行査询的同一阶段:

注 30 : 参考 *[http://mysqldump.azimdris.com/archives/86-Down-the-dirty-road.html。](http://mysqldump.azimdris.com/archives/86-Down-the-dirty-road.html%e3%80%82)*

**mysql> SET @rownum := 0;**

**mysql> SELECT actor^id, @rownum AS rownum**

**-> FROM sakila.actor**

**-> WHERE (@roMnum := @rownum + 1) <= 1;**

+ + ---+

I actor\_id | rownum |

+ +-- +

I 1 I 1 I

+-- -+ +

小测试：如果在上面的査询中再加上ORDER BY,那会返回什么结果？试试看吧。如果 得出的结果出乎你的意料，想想为什么？再看下面这个査询会返回什么，下面的査询中 ORDER BY子句会改变变量值，那WHERE语句执行时变量值是多少。

**mysql> SET @rownum := 0；**
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**mysql> SELECT actor^id^ first\_name, @rownum AS rownum**

**-> FROM sakila.actor**

**-> WHERE @rownum <= 1**

**-> ORDER BY first\_name, LEAST(O, @rownum := @rownum + 1);**

这个最出人意料的变量行为的答案可以在EXPLAIN语句中找到，注意看在Extra列中的 "Using where"、“Using temporary" 或者 "Using filesort"。

在上面的最后一个例子中，我们引入了一个新的技巧：我们将赋值语句放到LEAST()函 数中，这样就可以在完全不改变排序顺序的时候完成赋值操作(在上面例子中，LEASTO 函数总是返回0)。这个技巧在不希望对子句的执行结果有影响却又要完成变量赋值的 时候很有用。这个例子中，无须在返回值中新增额外列。这样的函数还有GREATESTO. LENGHTO. ISNULLO. NULLIFY)、IF()和C0ALESCEO,可以单独使用也可以组合使用。 例如，COALESCE()可以在一组参数中取第一个已经被定义的变量。

编写偷懒的UNION

假设需要编写一个UNION査询，其第一个子査询作为分支条件先执行，如果找到了匹配 的行，则跳过第二个分支。在某些业务场景中确实会有这样的需求，比如先在一个频繁 访问的表中査找“热”数据，找不到再去另外一个较少访问的表中査找“冷”数据。(区 分热数据和冷数据是一个很好的提高缓存命中率的办法)。

下面的査询会在两个地方査找一个用户 个主用户表、一个长时间不活跃的用户表,

不活跃用户表的目的是为了实现更高效的归档注

注31： Baron认为在一些社交网站上归档一些常见不活跃用户后，用户重新回到网站时有这样的需求，当 用户再次登录时，一方面我们需要将其从归档中重新拿出来，另外，还可以给他发送一份欢迎邮件。 这对一些不活跃的用户是非常好的一个优化。在第11章我们还会再次讨论这个问题。

SELECT id FROM users WHERE id = 123

UNION ALL

SELECT id FROM users\_archived WHERE id = 123；

上面这个査询是可以正常工作的，但是即使在users表中已经找到了记录，上面的查询 还是会去归档表users\_archived中再査找一次。我们可以用一个偷懒的UNION査询来抑 制这样的数据返回，而且只有当第一个表中没有数据时，我们才在第二个表中査询。一 旦在第一个表中找到记录，我们就定义一个变量©found。我们通过在结果列中做一次赋 值来实现，然后将赋值放在函数GREATEST中来避免返回额外的数据。为了明确我们的结 果到底来自哪个表，我们新增了一个包含表名的列。最后我们需要在査询的末尾将变量 重置为NULL,这样保证遍历时不干扰后面的结果。完成的查询如下：

[155> SELECT GREATEST(@found := -1, id) AS id, 'users' AS which\_tbl

FROM users WHERE id = 1 ~

UNION ALL

SELECT id, 1users\_archived'

FROM users^archived WHERE id = 1 AND @found IS NULL UNION ALL "

SELECT 1, 'reset' FROM DUAL WHERE ( @found := NULL ) IS NOT NULL;

用户自定义变量的其他用处

不仅是在SELECT语句中，在其他任何类型的SQL语句中都可以对变量进行赋值。事实上， 这也是用户自定义变量最大的用途。例如，可以像前面使用子査询的方式改进排名语句 一样来改进UPDATE语句。

不过，我们需要使用一些技巧来获得我们希望的结果。有时，优化器会把变量当作一个 编译时常量来对待，而不是对其进行赋值。将函数放在类似于LEAST()这样的函数中通 常可以避免这样的问题。另一个办法是在査询被执行前检查变量是否被赋值。不同的场 景下使用不同的办法。

通过一些实践，可以了解所有用户自定义变量能够做的有趣的事情，例如下面这些用法：

* 査询运行时计算总数和平均值。
* 模拟GROUP语句中的函数FIRSTO和LAST()O
* 对大量数据做一些数据计算。
* 计算一个大表的MD5散列值。
* 编写一个样本处理函数，当样本中的数值超过某个边界值的时候将其变成0。
* 模拟读/写游标。
* 在SHOW语句的WHERE子句中加入变量值。

C.J. DATE的难题

**C.J.DATE**建议在使用数据库设计方法时尽量让**SQL**数据库符合传统关系数据库 的要求。这也是根据关系模型设计**SQL**时的初衷，但坦白地说，在这一点上， **MySQL**远不如其他数据库管理系统做得好。所以如果按照**C.J. DATE**书中的建议 编写的适合关系模型的**SQL**语句在**MySQL**中运行的效率并不高，例如编写一个 多层的子查询。很不幸，这是因为**MySQL**本身的限制导致无法按照标准的模式运 行。我们强烈建议你阅读这本书 *SQL and Relational Theory: How to Write Accurate SQL Code （[http://shop.xreilly.com/product/0636920022879.do）](http://shop.xreilly.com/product/0636920022879.do%ef%bc%89)* **（O'Reilly** 出版）， 它将改变你对**SQL**语句的认识。
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6.8案例学习

通常，我们要做的不是査询优化，不是库表结构优化，不是索引优化也不是应用设计优 化——在实践中可能要面对所有这些搅和在一起的情况。本节的案例将为大家介绍一些 经常困扰用户的问题和解决方法。另外我们还要推荐**Bill Karwin**的书*SQL Antipatterns* 本实践型的书籍）。它将介绍如何使用**SQL**解决各种程序员疑难杂症。

6.8.1使用MySQL构建一个队列表

使用**MySQL**来实现队列表是一个取巧的做法，我们看到很多系统在高流量、高并发的 情况下表现并不好。典型的模式是一个表包含多种类型的记录:未处理记录、已处理记录、 正在处理记录等。一个或者多个消费者线程在表中査找未处理的记录，然后声称正在处 理，当处理完成后，再将记录更新成已处理状态。一般的，例如邮件发送、多命令处理、 评论修改等会使用类似模式。

通常有两个原因使得大家认为这样的处理方式并不合适。第一，随着队列表越来越大和 索引深度的增加，找到未处理记录的速度会随之变慢。你可以通过将队列表分成两部分 来解决这个问题，就是将已处理记录归档或者存放到历史表，这可以始终保证队列表很 小。

第二，一般的处理过程分两步，先找到未处理记录然后加锁。找到记录会增加服务器的 压力，而加锁操作则会让各个消费者进程增加竞争，因为这是一个串行化的操作。在第 **11**章，我们会看到这为什么会限制可扩展性。

找到亲处理记录一般来说都没问题，如果有问题则可以通过使用消息的方式来通知各个 消费者。具体的，可以使用一个带有注释的SLEEP()函数做超时处理，如下：

SELECT /\* waiting on unsent\_emails \*/ SLEEP(lOOOO);

这让线程一直阻塞，直到两个条件之一满足:10 000秒后超时，或者另一个线程使用 KILL QUERY结束当前的SLEEP。因此，当再向队列表中新增一批数据后，可以通过SHOW PROCESSLIST,根据注释找到当前正在休眠的线程，并将其KILLO你可以使用函数GET\_ L0CKO和RELEASE.LOCK()来实现通知，或者可以在数据库之外实现，例如使用一个消 息服务。

最后需要解决的问题是如何让消费者标记正在处理的记录，而不至于让多个消费者重复 处理一个记录。我们看到大家一般使用SELECT FOR UPDATE来实现。这通常是扩展性问 题的根源，这会导致大量的事务阻塞并等待。

一般,我们要尽量避免使用SELECT FOR UPDATEO不光是队列表，任何情况下都要尽量避免。 总是有别的更好的办法实现你的目的。在队列表的案例中，可以直接使用UPDATE来更新 记录，然后检査是否还有其他的记录需要处理。我们看看具体实现,我们先建立如下的表:

CREATE TABLE unsent\_emails (

id INT NOT NULL PRIMARY KEY AUTO\_INCREMENT,

--columns for the message, from, to, subject, etc.

status ENUM('unsent', 'claimed1, 'sent'),

owner INT UNSIGNED NOT NULL DEFAULT 0,

ts TIMESTAMP,

KEY (owner, status, ts)

)；

该表的列owner用来存储当前正在处理这个记录的连接ID,即由函数CONNECTION,ID() 返回的ID。如果当前记录没有被任何消费者处理，则该值为0。

我们还经常看到的一个办法是，如下面所示的一次处理10条记录:

BEGIN;

SELECT id FROM unsent\_\_emails

WHERE owner = 0 AND status = 'unsent'

LIMIT 10 FOR UPDATE;

—result: 123, 456, 789

UPDATE unsent\_emails

SET status~= 'claimed', owner = CONNECTION\_ID()

WHERE id IN(123, 456, 789)； ~

COMMIT;

看到这里的SELECT査询可以使用到索引的两个列，因此理论上査找的效率应该更快。问 题是，在上面两个查询之间的“间隙时间”，这里的锁会让所有其他同样的査询全部都被阻塞。所有的这样的査询将使用相同的索引，扫描索引相同的部分，所以很可能会被 阻塞。

如果改进成下面的写法，则会更加高效：

SET AUTOCOMMIT = 1;

COMMIT；

UPDATE unsent\_emails

SET status = 'claimed', owner = CONNECTION\_ID()

NHERE owner = 0 AND status = 'unsent'

LIMIT 10;

SET AUTOCOMMIT = 0；

SELECT id FROM unsent\_emails

WHERE owner = CONNECTION\_ID() AND status = 'claimed';

--result: 123, 456, 789 -

根本就无须使用SELECT査询去找到哪些记录还没有被处理。客户端的协议会告诉你更新 了几条记录，所以可以知道这次需要处理多少条记录。

所有的SELECT FOR UPDATE都可以使用类似的方法改写。
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最后还需要处理一种特殊情况：那些正在被进程处理，而进程本身却由于某种原因退出 的情况。这种情况处理起来很简单。你只需要定期运行UPDATE语句将它都更新成原始 状态就可以了，然后执行SHOW PROCESSLIST,获取当前正在工作的线程ID,并使用一些 WHERE条件避免取到那些刚开始处理的进程。假设我们获取的线程ID有(10、20、30), 下面的更新语句会将处理时间超过10分钟的记录状态都更新成初始状态：

UPDATE unsent\_emails

SET owner = 0, status = 'unsent'

WHERE owner NOT IN(0, 10, 20, 30) AND status = 'claimed'

AND ts < CURRENT\_TIMESTAMP - INTERVAL 10 MINUTE；

另外，注意看看是如何巧妙地设计索引让这个査询更加高效的。这也是上一章和本章知 识的结合。因为我们将范围条件放在WHERE条件的末尾，这个査询恰好能够使用索引的 全部列。其他的查询也都能用上这个索引，这就避免了再新增一个额外的索引来满足其 他的查询。

这里我们将总结一下这个案例中的一些基础原则：

* 尽量少做事，•可以的话就不要做任何事情。除非不得已，否则不要使用轮询，因为 这会增加负载，而且还会带来很多低产出的工作。
* 尽可能快地完成需要做的事情。尽量使用UPDATE代替先SELECT FOR UPDATE再 UPDATE的写法，因为事务提交的速度越快，持有的锁时间就越短，可以大大减少竞 争和加速串行执行效率。将已经处理完成和未处理的数据分开，保证数据集足够小。

• 这个案例的另一个启发是，某些査询是无法优化的,考虑使用不同的查询或者不同 的策略去实现相同的目的。通常对于SELECT FOR UPDATE就需要这样处理。

有时，最好的办法就是将任务队列从数据库中迁移出来。Redis就是一个很好的队列容 器，也可以使用*memcached*来实现。另一个选择是使用Q4M存储引擎，但我们没有 在生产环境使用过这个存储引擎，所以这里也没办法提供更多的参考。RabbitMQ和 Gearman注‘2也可以实现类似的功能。

6.8.2计算两点之间的距离

地理信息计算再次出现在我们的书中了。不建议用户使用MySQL做太复杂的空间信息 [159＞存储一一PostgreSQL在这方面是不错的选择一一我们这里将介绍一些常用的计算模式。

一个典型的例子是计算以某个点为中心，一定半径内的所有点。

典型的实际案例可能是査找某个点附近所有可以出租的房子，或者社交网站中“匹配” 附近的用户，等等。假设我们有如下表：

CREATE TABLE locations (

id INT NOT NULL PRIMARY KEY AUTOJNCREMENT,

name VARCHAR(3O), -

lat FLOAT NOT NULL,

Ion FLOAT NOT NULL

)；

INSERT INTO locations(name, lat, Ion)

VALUES('Charlottesville, Virginia', 38.03, -78.48),

('Chicago, Illinois', 41.85, -87.65),

('Washington, DC', 38.89, -77.04)；

这里经度和纬度的单位是“度”，通常我们假设地球是圆的，然后使用两点所在最大圆(半 正矢)公式来计算两点之间的距离。现在有坐标儿〃和/。厲、/成8和*lonB,*那么点A 和点B的距离计算公式如下：

ACOS(

COS(latA) \* COS(latB) \* COS(lonA - lonB)

+ SIN(latA) \* SIN(latB)

)

计算出的结果是一个弧度，如果要将结果的单位转换成英里或者千米，则需要乘以地球 的半径，也就是3 959英里或者6 371千米。假设我们需要找出所有距离Baron所居住 的地方Charlottesville 100英里以内的点，那么我们需要将经纬度带入上面的计算公式：

注 32 ： 参考 *<http://www.rabbitmq.com>* 和 *[http://gearman.org](http://gearman.orgo)[o](http://gearman.orgo)*

**SELECT \* FROM locations WHERE 3979 \* ACOS(**

**COS(RADIANS(lat)) \* COS(RADIANS(38.03)) \* COS(RADIANS(Ion) - RADIANS(-78.48))**

**+ SIN(RADIANS(lat)) \* SIN(RADIANS(38.03))**

)<=100；

+ + + + +

| id | name | lat | Ion |

+ + + + +

| 1 | Charlottesville, Virginia | 38.03 | -78.48 |

| 3 | Washington, DC j 38.89 j -77.04 |

+ + + + +

这类査询不仅无法使用索引，而且还会非常消耗CPU时间，给服务器带来很大的压力，

而且我们还得反复计算这个。那要怎样优化呢？

这个设计中有几个地方可以做优化。第一，看看是否真的需要这么精确的计算。其实这

种算法已经有很多不精确的地方了，如下所示：

* 两个地方之间的直线距离可能是100英里，但实际上它们之间的行走距离很可能不

是这个值。无论你们在哪两个地方，要到达彼此位置的行走距离多半都不是直线距 <2® 离，路上可能需要绕很多的弯，比如说如果有一条河，需要绕远走到一个有桥的地方。

所以，这里计算的绝对距离只是一个参考值。

* 如果我们根据邮政编码来确定某个人所在的地区，再根据这个地区的中心位置计算 他和别人的距离，那么这本身就是一个估算。Baron住在Charlottesville,不过不是 在中心地区，他如华盛顿物理位置的中心也不感兴趣。

所以，通常并不需要精确计算，很多应用如果这样计算，多半是认真过头了。这类似于 有效数字的估算：计算结果的精度永远都不会比测量的值更高。(换句话说，“错进，错 出”。)

如果不需要太高的精度，那么我们认为地球是圆的应该也没什么问题，其实准确的说应 该是椭圆。根据毕达哥拉斯定理，做些三角函数变换，我们可以把上面的公式转换得更 简单，只需要做些求和、乘积以及平方根运算，就可以得出一个点是否在另一个点多少 英里之内。注33

等等，为什么就到这为止？我们是否真需要计算一个圆周呢？为什么不直接使用一个正 方形代替？边长为200英里的正方形，一个顶点到中心的距离大概是141英里，这和实 际计算的100英里相差得并不是那么远。那我们根据正方形公式来计算弧度为0.0253(100 英里)的中心到边长的距离：

注33：要想有更多的优化，你可以将三角函数的计算放到应用中，而不要在数据库中计算。三角函数是 非常消耗CPU的操作。如果将坐标都转换成弧度存放，则对数据库来说就简化了很多。为了保证 我们的案例简单，不要引入太多别的因子，所以这里我们将不再做更多的优化了。

SELECT \* FROM locations

WHERE lat BETWEEN 38.03 - DEGREES（O.O253） AND 38.03 + DEGREES（O.O253）

AND Ion BETWEEN -78.48 - DEGREES（O.O253） AND -78.48 + DEGREES（O.O253）；

现在我们看看如何使用索引来优化这个査询。简单地，我们可以增加索引（lat,Ion）或者 （lon,lat）0不过这样做效果并不会很好。正如我们所知，MySQL 5.5和之前的版本，如果 第一列是范围査询的话，就无法使用索引后面的列了。因为两个列都是范围的，所以这 里只能使用索引的一个列（BETWEEN等效于一个大于和一个小于）。

我们再次想起了通常使用的IN （）优化。我们先新增两个列，用来存储坐标的近似值 FL00RO,然后在查询中使用IN（）将所有点的整数值都放到列表中。下面是我们需要新 增的列和索引：

mysql> **ALTER TABLE locations**

**-> ADD lat floor INT NOT NULL DEFAULT 0,**

**-> ADD lonjloor INT NOT NULL DEFAULT 0,**

**-> ADD KEY(lat\_floor, lon\_floor);**

mysql> **UPDATE locations**

**-> SET latjloor = FLOOR(lat), lonjloor = FLOOR(lon);**

现在我们可以根据坐标的一定范围的近似值来搜索了，这个近似值包括地板值和天花板 值，地理上分别对应的是南北。下面的查询为我们只展示了如何査某个范围的所有点; 数值需要在应用程序中计算而不是MySQL中：

mysql> **SELECT FLOOR( 38.03 - DEGREES(O.O253)) AS lat lb,**

**-> CEILING( 38.03 + DEGREES(O.O253)) AS lat"ub,**

**-> FL00R(-78.48 - DEGREES(O.O253)) AS lonjb,**

**-> CEILING(-78.48 + DEGREES(O.O253)) AS lon[ub;**

+ + + + +

| lat\_lb I lat\_ub | lon\_lb | lon\_ub |

+ + + + +

| 36 | 40 | -80 | -77 |

+ + + + +

现在我们就可以生成IN（）列表中的整数了，也就是前面计算的地板和天花板数值之间的 数字。下面是加上WHERE条件的完整查询：

SELECT \* FROM locations

WHERE lat BETWEEN 38.03 - DEGREES（O.O253） AND 38.03 + DEGREES（O.O253）

AND Ion BETWEEN -78.48 - DEGREES（O.O253） AND -78.48 + DEGREES（O.O253） AND lat\_floor IN（36,37,38,39,40） AND lon\_floor IN（-80,-79,-78,-77）；

使用近似值会让我们的计算结果有些偏差，所以我们还需要一些额外的条件剔除在正方 形之外的点。这和前面使用CRC32做哈希索引类似:先建一个索引帮我们过滤出近似值, 再使用精确条件匹配所有的记录并移除不满足条件的记录。

事实上，到这时我们就无须根据正方形的近似来过滤数据了，我们可以使用最大圆公式 或者毕达哥拉斯定理来计算：

SELECT \* FROM locations

WHERE lat\_floor IN(36,37,38,39,4O) AND lon\_floor IN(-8O,-79,-78,-77)

AND 3979~\* ACOS( ~

COS(RADIANS(lat)) \* COS(RADIANS(38.03)) \* COS(RADIANS(Ion) - RADIANS(・78.48))

+ SIN(RADIANS(lat)) \* SIN(RADIANS(38.03))

)<=100；

这时计算精度再次回到前面一一使用一个精确的圆周——不过，’现在的做法更快注34。只 要能够高效地过滤掉大部分的点，例如使用近似整数和索引，之后再做精确数学计算的 代价并不大。只是不要直接使用大圆周的算法，否则速度会很慢。

[■时—| **Sphinx**有很多内置的地理信息搜索功能，比**MySQL**实现要好很多。如果正在考虑 **<26T|**

**J** 使用**MylSAM**的**GIS**函数，并使用上面的技巧来计算，那么你需要记住：这样做效

**I**一 '果并不会很好，**MylSAM**本身也并不适合大数据量、高并发的应用，另外**MylSAM**

本身还有一些弱点，如数据文件崩溃、表级锁等。

回顾一下上面的案例，我们采用了下面这些常用的优化策略：

* 尽量少做事，可能的话尽量不做事。这个案例中就不要对所有的点计算大圆周公式； 先使用简单的方案过滤大多数数据，然后再到过滤出来的更小的集合上使用复杂的 公式运算。
* 快速地完成事情。确保在你的设计中尽可能地让査询都用上合适的索引，使用近似 计算(例如本案例中，认为地球是平的，使用一个正方形来近似圆周)来避免复杂 的计算。

•需要的时候，尽可能让应用程序完成一些计算。例如本案例中，在应用程序中计算 所有的三角函数。

6.8.3使用用户自定义函数

当SQL语句已经无法高效地完成某些任务的时候，这里我们将介绍最后一个高级的优化 技巧。当你需要更快的速度，那么C和C++是很好的选择。当然，你需要一定的C或 C++编程技巧,否则你写的程序很可能会让服务器崩溃。这和“能力越强，责任越大”类似。

我们将在下一章为你展示如何编写一个用户自定义函数(UDFs),不过这一章就将通过 一个案例看看如何用好一个用户自定义函数。有一个客户，在项目中需要如下的功能:“我 们需要根据两个随机的64位数字计算它们的XOR值，来看两个数值是否匹配。大约有 3 500万条的记录需要在秒级别完成。”经过简单的计算就知道，当前的硬件条件下，不

注34：再一次，需要使用应用程序中的代码来计算这样的表达式COS(RADIANS(38.03))o

可能在MySQL中完成。那如何解决这个问题呢？

问题的答案是使用Yves Trudeau编写的一个计算程序，这个程序使用SSE4.2指令集, 以一个后台程序的方式运行在通用服务器上，然后我们编写一个用户自定义函数，通过 简单的网络通信协议和前面的程序进行交互。

Yves的测试表明，分布式运行上面的程序，可以达到在130毫秒内完成4百万次匹配计 算。通过这样的方式，可以将密集型的计算放到一些通用的服务器上，同时可以对外界 完全透明，看起来是MySQL完成了全部的工作。正如他们在Twitter ±说的:#太好了！ 这是一个典型的业务优化案例，而不仅仅是优化了一个简单的技术问题。

壶\* 6.9总结

如果把创建高性能应用程序比作是一个环环相扣的“难题”，除了前面介绍的schema. 索引和査询语句设计之外，査询优化应该是解开“难题”的最后一步了。要想写一个好 的査询，你必须要理解schema设计、索引设计等，反之亦然。

理解査询是如何被执行的以及时间都消耗在哪些地方，这依然是前面我们介绍的响应时 间的一部分。再加上一些诸如解析和优化过程的知识，就可以更进一步地理解上一章讨 论的MySQL如何访问表和索引的内容了。这也从另一个维度帮助读者理解MySQL在 访问表和索引时査询和索引的关系。

优化通常都需要三管齐下：不做、少做、快速地做。我们希望这里的案例能够帮助你将 理论和实践联系起来。

除了这些基础的手段，包括査询、表结构、索引等，MySQL还有一些高级的特性可以 帮助你优化应用，例如分区，分区和索引有些类似但是原理不同。MySQL还支持査询 缓存，它可以帮你缓存査询结果，当完全相同的査询再次执行时，直接使用缓存结果（回 想一下，“不做”）。我们将在下一章中介绍这些特性。

第**7**章B

MySQL高级特性

MySQL从5.0和5.1版本开始引入了很多高级特性，例如分区、触发器等，这对有其他 关系型数据库使用背景的用户来说可能并不陌生。这些新特性吸引了很多用户开始使用 MySQLo不过，这些特性的性能到底如何，还需要用户真正使用过才能知道。本章我们 将为大家介绍，在真实的世界中，这些特性表现如何，而不是只简单地介绍参考手册或 者宣传材料上的数据。

7.1分区表

对用户来说，分区表是一个独立的逻辑表，但是底层由多个物理子表组成。实现分区的 代码实际上是对一组底层表的句柄对象(Handler Object)的封装。对分区表的请求，都 会通过句柄对象转化成对存储引擎的接口调用。所以分区对于SQL层来说是一个完全封 装底层实现的黑盒子，对应用是透明的，但是从底层的文件系统来看就很容易发现，每 一个分区表都有一个使用#分隔命名的表文件。

MySQL实现分区表的方式——对底层表的封装——意味着索引也是按照分区的子表定 义的，而没有全局索引。这和Oracle不同，在Oracle中可以更加灵活地定义索引和表是 •否进行分区。

MySQL在创建表时使用PARTITION BY子句定义每个分区存放的数据。在执行査询的时 候，优化器会根据分区定义过滤那些没有我们需要数据的分区，这样査询就无须扫描所 有分区——只需要査找包含需要数据的分区就可以了。

分区的一个主要目的是将数据按照一个较粗的粒度分在不同的表中。这样做可以将相关 的数据存放在一起，另外，如果想一次批量删除整个分区的数据也会变得很方便。

在下面的场景中，分区可以起到非常大的作用：
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•表非常大以至于无法全部都放在内存中，或者只在表的最后部分有热点数据，其他 均是历史数据。

* 分区表的数据更容易维护。例如，想批量删除大量数据可以使用清除整个分区的方式。 另外，还可以对一个独立分区进行优化、检査、修复等操作。
* 分区表的数据可以分布在不同的物理设备上，从而高效地利用多个硬件设备。
* 可以使用分区表来避免某些特殊的瓶颈，例如InnoDB的单个索引的互斥访问、ext3 文件系统的inode锁竞争等。

•如果需要，还可以备份和恢复独立的分区,这在非常大的数据集的场景下效果非常好O

MySQL的分区实现非常复杂，我们不打算介绍实现的全部细节。这里我们将专注在分 区性能方面，所以如果想了解更多的关于分区的基础知识，我们建议阅读MySQL官 方手册中的“分区” 一节，其中介绍了很多分区相关的基础知识。另外，还可以阅读

CREATE TABLE、SHOW CREATE TABLE. ALTER TABLE 和 INFORMATION\_SCHEMA・ PARTITIONS、 EXPLAIN关于分区部分的介绍。分区特性使得CREATE TABLE和ALTER TABLE命令变得更 加复杂了。

分区表本身也有一些限制，下面是其中比较重要的几点：

* 一个表最多只能有1024个分区。
* 在MySQL 5.1中，分区表达式必须是整数,或者是返回整数的表达式。在MySQL 5.5 中，某些场景中可以直接使用列来进行分区。
* 如果分区字段中有主键或者唯一索引的列，那么所有主键列和唯亠索引列都必须包 含进来。
* 分区表中无法使用外键约束。

7.1.1分区表的原理

如前所述，分区表由多个相关的底层表实现，这些底层表也是由句柄对象(Handler object)表示，所以我们也可以直接访问各个分区。存储引擎管理分区的各个底层表和 管理普通表一样(所有的底层表都必须使用相同的存储引擎)，分区表的索引只是在各 个底层表上各自加上一个完全相同的索引。从存储引擎的角度来看，底层表和一个普通 表没有任何不同，存储引擎也无须知道这是一个普通表还是一个分区表的一部分。

分区表上的操作按照下面的操作逻辑进行：

|~267> SELECT 查询

当査询一个分区表的时候，分区层先打开并锁住所有的底层表，优化器先判断是否 可以过滤部分分区，然后再调用对应的存储引擎接口访问各个分区的数据。

INSERT操作

当写入一条记录时，分区层先打开并锁住所有的底层表，然后确定哪个分区接收这 条记录，再籟记录写入对应底层表。

DELETE操作

当删除一条记录时，分区层先打丿I•并锁住所有的底层表，然后确定数据对应的分区， 最后对相应底层表进行删除操作。

UPDATE操作

当更新一条记录时，分区层先打开并锁住所有的底层表，MySQL先确定需要更新 的记录在哪个分区，然后取出数据并更新，再判断更新后的数据应该放在哪个分区, 最后对底层表进行写入操作，并对原数据所在的底层表进行删除操作。

有些操作是支持过滤的。例如，当删除一条记录时，MySQL需要先找到这条记录，如 果WHERE条件恰好和分区表达式匹配，就可以将所有不包含这条记录的分区都过滤掉。 这对UPDATE语句同样有效。如果是INSERT操作，则本身就是只命中一个分区，其他分 区都会被过滤掉。MySQL先确定这条记录属于哪个分区，再将记录写入对应的底层分 区表，无须对任何其他分区进行操作。

虽然每个操作都会“先打开并锁住所有的底层表”，但这并不是说分区表在处理过程中 是锁住全表的。如果存储引擎能够自己实现行级锁，例如InnoDB,则会在分区层释放 对应表锁。这个加锁和解锁过程与普通InnoDB上的査询类似。

后面我们会通过一些例子来看看，当访问一个分区表的时候，打开和锁住所有底层表的 代价及其带来的后果。

7.1.2分区表的类型

MySQL支持多种分区表。我们看到最多的是根据范围进行分区，每个分区存储落在某 个范围的记录，分区表达式可以是列，也可以是包含列的表达式。例如，下表就可以将 每一年的销售额存放在不同的分区里：

CREATE TABLE sales (

order\_date DATETIME NOT NULL,

--Other columns omitted

)ENGINE=InnoDB PARTITION BY RANGE(YEAR(order\_date))(

PARTITION p\_2010 VALUES LESS THAN (2010),"

PARTITION p22011 VALUES LESS THAN (2011),

PARTITION p[2012 VALUES LESS THAN (2012), PARTITION p^catchall VALUES LESS THAN MAXVALUE );

PARTITION分区子句中可以使用各种函数。但有一个要求，表达式返回的值要是一个确 定的整数，且不能是一个常数。这里我们使用函数YEARO,也可以使用任何其他的函数, 如T0\_DAYS()o根据时间间隔进行分区，是一种很常见的分区方式，后面我们还会再回 过头来看这个例子，看看如何优化这个例子来避免一些问题。

MySQL还支持键值、哈希和列表分区，这其中有些还支持子分区，不过我们在生产环 境中很少见到。在MySQL 5.5中，还可以使用RANGE COLUMNS类型的分区，这样即使是 基于时间的分区也无须再将其转化成一个整数，后面将详细介绍。

在我们看过的一个子分区的案例中，对一个类似于前面我们设计的按时间分区的InnoDB 表，系统通过子分区可降低索引的互斥访问的竞争。最近一年的分区的数据会被非常频 繁地访问，这会导致大量的互斥量的竞争。使用哈希子分区可以将数据切成多个小片， 大大降低互斥量的竞争问题。

我们还看到的一些其他的分区技术包括：

* 根据键值进行分区，来减少InnoDB的互斥量竞争。
* 使用数学模函数来进行分区，然后将数据轮询放入不同的分区。例如，可以对日期 做模7的运算，或者更简单地使用返回周几的函数，如果只想保留最近几天的数据， 这样分区很方便。

•假设表有一个自增的主键列id,希望根据时间将最近的热点数据集中存放。那么必 须将时间戳包含在主键当中才行，而这和主键本身的意义相矛盾。这种情况下也可 以使用这样的分区表达式来实现相同的目的：HASH (id DIV 1000000),这将为100 万数据建立一个分区。这样一方面实现了当初的分区目的，另一方面比起使用时间 范围分区还避免了一个问题，就是当超过一定阈值时，如果使用时间范围分区就必 须新增分区。

7.1.3如何使用分区表

假设我们希望从一个非常大的表中査询出一段时间的记录，而这个表中包含了很多年的 历史数据，数据是按照时间排序的，例如，希望査询最近几个月的数据，这大约有io亿 条记录。可能过些年本书会过时，不过我们还是假设使用的是2012年的硬件设备，而 原表中有10TB的数据，这个数据量远大于内存，并且使用的是传统硬盘，不是闪存(多 数SSD也没有这么大的空间)。你打算如何査询这个表？如何才能更高效？

H69> 首先很肯定：因为数据量巨大，肯定不能在每次査询的时候都扫描全表。考虑到索引在 空间和维护上的消耗，也不希望使用索引。即使真的使用索引，你会发现数据并不是按 照想要的方式聚集的，而且会有大量的碎片产生，最终会导致一个査询产生成千上万的 随机I/O,应用程序也随之僵死。情况好一点的时候，也许可以通过一两个索引解决一 些问题。不过多数情况下，索引不会有任何作用。这时候只有两条路可选：让所有的查

询都只在数据表上做顺序扫描，或者将数据表和索引全部都缓存在内存里。

这里需要再陈述一遍：在数据量超大的时候，B-Tree索引就无法起作用了。除非是索 引覆盖査询，否则数据库服务器需要根据索引扫描的结果回表，査询所有符合条件的 记录，如果数据量巨大，这将产生大量随机I/O,随之，数据库的响应时间将大到不可 接受的程度。另外，索引维护(磁盘空间、I/O操作)的代价也非常高。有些系统，如 Infobright,意识到这一点，于是就完全放弃使用B-Tree索引，而选择了一些更粗粒度 的但消耗更少的方式检索数据，例如在大量数据上只索引对应的一小块元数据。

这正是分区要做的事情。理解分区时还可以将其当作索引的最初形态，以代价非常小的 方式定位到需要的数据在哪一片“区域”。在这片“区域”中，你可以做顺序扫描，可以 建索引，还可以将数据都缓存到内存，等等。因为分区无须额外的数据结构记录每个分 区有哪些数据——分区不需要精确定位每条数据的位置，也就无须额外的数据结构一一 所以其代价非常低。只需要一个简单的表达式就可以表达每个分区存放的是什么数据。

为了保证大数据量的可扩展性，一般有下面两个策略：

全量扫描数据，不要任何索引。

可以使用简单的分区方式存放表，不要任何索引，根据分区的规则大致定位需要的 数据位置。只要能够使用WHERE条件，将需要的数据限制在少数分区中，则效率是 很高的。当然，也需要做一些简单的运算保证査询的响应时间能够满足需求。使用 该策略假设不用将数据完全放入到内存中，同时还假设需要的数据全都在磁盘上, 因为内存相对很小，数据很快会被挤出内存，所以缓存起不了任何作用。这个策略 适用于以正常的方式访问大量数据的时候。警告：后面我们会详细解释，必须将査 询需要扫描的分区个数限制在一个很小的数量。

索引数据，并分离热点。

如果数据有明显的“热点”，而且除了这部分数据，其他数据很少被访问到，那么可 以将这部分热点数据单独放在一个分区中，让这个分区的数据能够有机会都缓存在 内存中。这样査询就可以只访问一个很小的分区表，能够使用索引，也能够有效地 使用缓存。

仅仅知道这些还不够，MySQL的分区表实现还有很多陷阱。下面我们看看都有哪些, 以及如何避免。

7.1.4什么情况下会出问题

上面我们介绍的两个分区策略都基于两个非常重要的假设：査询都能够过滤(prunning) 掉很多额外的分区、分区本身并不会带来很多额外的代价。而事实证明，这两个假设在

某些场景下会有问题。下面介绍一些可能会遇到的问题。

NULL值会使分区过滤无效

关于分区表一个容易让人误解的地方就是分区的表达式的值可以是NULL :第一个 分区是一个特殊分区。假设按照PARTITION BY RANGE YEAR(order\_date)分区，那 么所有order\_date为NULL或者是一个非法值的时候，记录都会被存放到第一个 分区注'。现在假设有下面的査询：WHERE order\_date BETWEEN ' 2012-01-011 AND 12012-01-31'o实际上，MySQL会检査两个分区，而不是之前猜想的一个：它会检 査2012年这个分区，同时它还会检査这个表的第一个分区。检査第一个分区是因为 YEAR()函数在接收非法值的时候可能会返回NULL值，那么这个范围的值可能会返 回NULL而被存放到第一个分区了。这一点对于其他很多函数，例如TO\_DAYS()也一 样。注2

如果第一个分区非常大，特别是当使用“全量扫描数据，不要任何索引”的策略时， 代价会非常大。而且扫描两个分区来査找列也不是我们使用分区表的初衷。为了避 免这种情况，可以创建一个“无用”的第一个分区，例如，上面的例子中可以使用 PARTITION p\_nulls VALUES LESS THAN (。)来创建第一个分区。如果插入表中的数 据都是有效的，那么第一个分区就是空的，这样即使需要检测第一个分区，代价也 会非常小。

在MySQL 5.5中就不需要这个优化技巧了，因为可以直接使用列本身而不是基于列 的函数进行分区：PARTITION BY RANGE COLUMNS(order\_date)o'所以这个案例最好 的解决方法是能够直接使用MySQL 5.5的这个语法。

分区列和索引列不匹配

如果定义的索引列和分区列不匹配，会导致査询无法进行分区过滤。假设在列a上 定义了索引，而在列b上进行分区。因为每个分区都有其独立的索引，所以扫描列 b上的索引就需要扫描每一个分区内对应的索引。如果每个分区内对应索引的非叶 子节点都在内存中，那么扫描的速度还可以接受，但如果能跳过某些分区索引当然 [J7L> 会更好。要避免这个问题，应该避免建立和分区列不匹配的索引，除非査询中还同 时包含了可以过滤分区的条件。

听起来避免这个问题很简单，不过有时候也会遇到一些意想不到的问题。例如，在 一个关联査询中，分区表在关联顺序中是第二个表，并且关联使用的索引和分区条 件并不匹配。那么关联时针对第一个表符合条件的每一行，都需要访问并搜索第二 个表的所有分区。

注1： 因为可以在这里存放一个非法的日期，所以甚至当。rder\_date是一个非NULL值的时候，仍然会

出现这样情况。

注2： 从用户角度来看，这应该是一个缺陷，不过从MySQL开发者的角度来看这是一个特性。

选择分区的成本可能很高

如前所述分区有很多类型，不同类型分区的实现方式也不同，所以它们的性能也各 不相同。尤其是范围分区，对于回答“这一行属于哪个分区”、“这些符合查询条件 的行在哪些分区”这样的问题的成本可能会非常高，因为服务器需要扫描所有的分 区定义的列表来找到正确的答案。类似这样的线性搜索的效率不高，所以随着分区 数的增长，成本会越来越高。

我们所实际碰到的类似这样的最糟糕的一次问题是按行写入大量数据的时候。每写 入一行数据到范围分区的表时，都需要扫描分区定义列表来找到合适的目标分区。 可以通过限制分区的数量来缓解此问题，根据实践经验，对大多数系统来说，100 个左右的分区是没有问题的。

其他的分区类型，比如键分区和哈希分区，则没有这样的问题。

打开并锁住所有底层表的成本可能很高

当査询访问分区表的时候，MySQL需要打开并锁住所有的底层表，这是分区表的另 一个开销。这个操作在分区过滤之前发生，所以无法通过分区过滤降低此开销，并 且该开销也和分区类型无关，会影响所有的查询。这一点对一些本身操作非常快的 査询，比如根据主键査找单行，会带来明显的额外开销。可以用批量操作的方式来 降低单个操作的此类开销，例如使用批量插入或者LOAD DATA INFILE. 一次删除多 行数据，等等。当然同时还是需要限制分区的个数。

维护分区的成本可能很高

某些分区维护操作的速度会非常快，例如新增或者删除分区（当删除一个大分区可 能会很慢，不过这是另一回事）。而有些操作，例如重组分区或者类似ALTER语句的 操作：这类操作需要复制数据。重组分区的原理与ALTER类似，先创建一个临时的 分区，然后将数据复制到其中，最后再删除原分区。

如上所述，分区表不是什么“银弹”。下面是目前分区实现中的一些其他限制：

* 所有分区都必须使用相同的存储引擎。
* 分区函数中可以使用的函数和表达式也有一些限制。

•某些存储引擎不支持分区。 <27T]

* 对于MylSAM的分区表，不能再使用LOAD INDEX INTO CACHE操作。
* 对于MylSAM表，使用分区表时需要打开更多的文件描述符。虽然看起来是一个表， 其实背后有很多独立的分区，每一个分区对于存储引擎来说都是一个独立的表。这 样即使分区表只占用一个表缓存条目，文件描述符还是需要多个。因此，即使已经 配置了合适的表缓存，以确保不会超过操作系统的单个进程可以打开的文件描述符 的个数，但对于分区表而言，还是会出现超过文件描述符限制的问题。

最后，需要指出的是较老版本的MySQL问题会更多些。所有的软件都是有bug的。分 区表在MySQL 5.1中引入，在后面的5.1.40和5.1.50之后修复了很多分区表的bug。在 MySQL 5.5中，分区表又做了很多改进，这才使得分区表可以逐步考虑用在生产环境了。 在即将发布的MySQL 5.6版本中，分区表做了更多的增强，例如新引入的ALTER TABLE EXCHANGE PARTITI0No

7.1.5查询优化

引入分区给査询优化带来了一些新的思路（同时也带来新的bug）。分区最大的优点就是 优化器可以根据分区函数来过滤一些分区。根据粗粒度索引的优势，通过分区过滤通常 可以让査询扫描更少的数据（在某些场景下）。

所以，对于访问分区表来说，很重要的一点是要在WHERE条件中带入分区列，有时候即 使看似多余的也要带上，这样就可以让优化器能够过滤掉无须访问的分区。如果没有这 些条件，MySQL就需要让对应存储引擎访问这个表的所有分区，如果表非常大的话， 就可能会非常慢。

使用EXPLAIN PARTITION可以观察优化器是否执行了分区过滤，下面是一个示例：

|  |  |
| --- | --- |
| mysql> **EXPLAIN PARTITIONS SELECT \* FROM sales \G**  \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* | |
| id | 1 |
| select\_type | SIMPLE |
| table | sales\_by\_day |
| partitions | p\_2010,p^ZOll,p\_2012 |
| type | ALL ~ \_ |
| possible\_keys | NULL |
| key | NULL |
| key len | NULL |
| ~ref | NULL |
| rows | 3 |
| Extra |  |

正如你所看到的，这个查询将访问所有的分区。下面我们在WHERE条件中再加入一个时 间限制条件：

**mysql> EXPLAIN PARTITIONS SELECT \* FROM sales\_by\_day WHERE day > 12011-01-01'\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. mw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1

I 273 > select\_type: SIMPLE

table: sales\_by\_day partitions: p\_2011,p\_2012

MySQL优化器已经很善于过滤分区。比如它能够将范围条件转化为离散的值列表，并 根据列表中的每个值过滤分区。然而，优化器也不是万能的。下面査询的WHERE条件理 论上可以过滤分区，但实际上却不行：

mysql> EXPLAIN PARTITIONS SELECT \* FROM sales\_by\_day WHERE YEAR(day) = 2O1O\G

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. rg \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1

select\_type: SIMPLE

table: sales\_by\_day

partitions: p\_2010,p\_2Oll,p\_2O12

MySQL只能在使用分区函数的列本身进行比较时才能过滤分区，而不能根据表达式的 值去过滤分区，即使这个表达式就是分区函数也不行。这就和査询中使用独立的列才能 使用索引的道理是一样的(参考第5章的相关内容)。所以只需要把上面的查询等价地 改写为如下形式即可：

mysql> EXPLAIN PARTITIONS SELECT \* FROM sales\_by\_day

-> WHERE day BETWEEN 12010-01-01\* AND '2010-12-31f\C

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i I\*0W \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1

select\_type: SIMPLE

table: sales\_by\_day

partitions: p\_2010

这里写的WHERE条件中带入的是分区列，而不是基于分区列的表达式，所以优化器能够 利用这个条件过滤部分分区。一个很重要的原则是:即便在创建分区时可以使用表达式， 但在查询时却只能根据列来过滤分区。

优化器在处理查询的过程中总是尽可能聪明地去过滤分区。例如，若分区表是关联操作 中的第二张表，且关联条件是分区键，MySQL就只会在对应的分区里匹配行。(EXPLAIN 无法显示这种情况下的分区过滤，因为这是运行时的分区过滤，而不是査询优化阶段 的。)

7.1.6合并表

合并表(Merge table)是一种早期的、简单的分区实现，和分区表相比有一些不同的限 制，并且缺乏优化。分区表严格来说是一个逻辑上的概念,用户无法访问底层的各个分区， 对用户来说分区是透明的。但是合并表允许用户单独访问各个子表。分区表和优化器的 结合更紧密，这也是未来发展的趋势，而合并表则是l种将被淘汰的技术，在未来的版 本中可能被删除。

和分区表类似的是，在MylSAM中各个子表可以被一个结构完全相同的逻辑表所封装。 可以简单地把这个表当作一个“老的、早期的、功能有限的”的分区表,因为它自身的特性, 甚至可以提供一些分区表没有的功能注3。

<274~]

合并表相当于一个容器，里面包含了多个真实表。可以在CREATE TABLE中使用一种特别

注3 : 这些特性也是一些“鲜为人知的犀利”特性。

的UNION语法来指定包含哪些真实表。下面是一个创建合并表的例子：

**mysql> CREATE TABLE tl(a INT NOT NULL PRIMARY KEY)ENGINE=MyISAM;**

**mysql> CREATE TABLE t2(a INT NOT NULL PRIMARY KEY)ENGINE=MyISAM;**

**mysql> INSERT INTO tl(a) VALUES(1),(2);**

**mysql> INSERT INTO t2(a) VALUEsjl**以**2);**

**mysql> CREATE TABLE mrg(a INT NOT NULL PRIMARY KEY)**

**-> ENGINE=MERGE UNION=(tl, t2) INSERT\_METHOD=LAST;**

**mysql> SELECT a FROM mrg;**

+ +

I a I

+ +

I 1 I

I 1 I

I 2 I

I 2 I

+ +

注意到，这里最后建立的合并表和前面的各个真实表字段完全相同，在合并表中有的 索引各个真实子表也有，这是创建合并表的前提条件。另外还注意到，各个子表在对 应列上都有主键限制，但是最终的合并表中仍然出现了重复值，这是合并表的另一个 不足：合并表中的每一个子表行为和表定义都是相同，但是合并表在全局上并不受这 些条件限制。

这里的语法INSERT\_METHOD=LAST告诉MySQL,将所有的INSERT语句都发送给最后一 个表。指定FIRST或者LAST关键字是唯一可以控制行插入到合并表的哪一个子表的方式 (当然，还是可以直接在SQL中明确地操作任何一个子表)。而分区表则有更多的方式可 以控制数据写入到哪一个子表中。

INSERT语句的执行结果可以在最终的合并表中看到，也可以在对应的子表中看到：

**mysql> INSERT INTO mrg(a) VALUES(3)；**

**mysql> SELECT a FROM t2；**

+…+

I a I

+—+

I 1 I

I 2 I

I 3 I

+——+

合并表还有些有趣的限制和特性，例如，在删除合并表或者删除一个子表的时候会怎样？ 删除一个合并表，它的子表不会受任何影响，而如果直接删除其中一个子表则可能会有 不同的后果，这要视操作系统而定。例如在GNU/Linux上，如果子表的文件描述还是被 打开的状态，那么这个表还存在，但是只能通过合并表才能访问到：

**mysql> DROP TABLE tl, t2;**

**/mysql> SELECT a FROM mrg;**

+ +

I a I

+ +

I 1 I

I 1 I

I 2 I

I 2 I

I 3 I

+ +

合并表还有很多其他的限制和行为，下面列举的这几点需要在使用的时候时刻记住。

* 在使用CREATE语句创建一个合并表的时候，并不会检査各个子表的兼容性。如果子 表的定义稍有不同，那么MySQL就可能创建出一个后面无法使用的合并表。另外， 如果在成功创建了合并表后再修改某个子表的定义，那么之后再使用合并表可能会 看到这样的报错：ERROR 1168 (HY000): Unable to open underlying table which is differently defined or of non-MylSAM type or doesn't existo
* 根据合并表的特性，不难发现，在合并表上无法使用REPLACE语法，无法使用自增 字段。更多的细节请参阅MySQL官方手册。
* 如果一个査询访问合并表，那么它需要访问所有子表。这会让根据键查找单行的查 询速度变慢，如果能够只访问一个对应表，速度肯定将更快。所以，限制合并表中 的子表数量很重要，特别是当合并表是某个关联査询的一部分的时候，因为这时访 问一个表的记录数可能会将比较操作传递到关联的其他表中，这时减少记录的访问 就是减少整个关联操作。当你打算使用合并表的时候，还需要记住以下几点：
* 执行范围査询时，需要在每一个子表上各执行一次，这比直接访问单个表的性 能要差很多，而且子表越多，性能越糟。
* 全表扫描和普通表的全表扫描速度相同。

-在合并表上做唯一键和主键查询时，一旦找到一行数据就会停止。所以一旦查 询在合并表的某一个子表中找到一行数据，就会立刻返回，不会再访问任何其 他的表。

* 子表的读取顺序和CREATE TABLE语句中的顺序相同。如果需要频繁地按照某个 特定顺序访问表，那么可以通过这个特性来让合并排序操作更高效。

因为合并表的各个子表可以直接被访问，所以它还具有一些MySQL 5.5分区所不能提供 的特性：

* 一个MylSAM表可以是多个合并表的子表。
* 可以通过直接复制文件，来实现在不同的服务器之间复制各个子表。

•在合并表中可以很容易地添加新的子表：直接修改合并表的定义就可以了。

* 可以创建一个合并表，让它只包含需要的数据，例如只包含某个时间段的数据，而 在分区表中是做不到这一点的。
* 如果想对某个子表做备份、恢复、修改、修复或者别的操作时，可以先将其从合并 表中删除，操作结束后再将其加回去。
* 可以使用*myisampack*来压缩所有的子表。

相反，分区表的子表都是被MySQL隐藏的，只能通过分区表去访问子表。

7.2视图

MySQL 5.0版本之后开始引入视图。视图本身是一个虚拟表，不存放任何数据。在使用 SQL语句访问视图的时候，它返回的数据是MySQL从其他表中生成的。视图和表是在 同一个命名空间，MySQL在很多地方对于视图和表是同样对待的。不过视图和表也有 不同，例如，不能对视图创建触发器，也不能使用DROP TABLE命令删除视图。

在MySQL官方手册中对如何创建和使用视图有详细的介绍，本书不会详细介绍这些。 我们将主要介绍视图是如何实现的，以及优化器如何处理视图，通过了解这些，希望可 以让大家在使用视图时获得更高的性能。我们将使用示例数据库world来演示视图是如 何工作的：

**mysql> CREATE VIEW Oceania AS**

**-> SELECT \* FROM Country WHERE Continent = 'Oceania,**

**-> WITH CHECK OPTION;**

实现视图最简单的方法是将SELECT语句的结果存放到临时表中。当需要访问视图的时候， 直接访问这个临时表就可以了。我们先来看看下面的査询：

**mysql> SELECT Code, Name FROM Oceania WHERE Name = 'Australia\*;**

下面是使用临时表来模拟视图的方法。这里临时表的名字是为演示用的：

**mysql> CREATE TEMPORARY TABLE TMP\_0ceania\_123 AS**

**-> SELECT ♦ FROM Country WHERE Continent = 'Oceania\*;**

**mysql> SELECT Code, Name FROM TMP\_0ceania.l23 WHERE Name = 'Australia';**

□77> 这样做会有明显的性能问题，优化器也很难优化在这个临时表上的査询。实现视图更好 的方法是，重写含有视图的查询，将视图的定义SQL直接包含进査询的SQL中。下面 的例子展示的是将视图定义的SQL合并进査询SQL后的样子：

**mysql> SELECT Code, Name FROM Country -> WHERE Continent = 'Oceania' AND Name = 'Australia';**

MySQL可以使用这两种办法中的任何一种来处理视图。这两种算法分别称为合并算法 (MERGE)和临时表算法(TEMPTABLE)注七如果可能，会尽可能地使用合并算法。MySQL 甚至可以嵌套地定义视图，也就是在一个视图上再定义另一不视图。可以在EXPLAIN EXTENDED之后使用SHOW WARNINGS来査看使用视图的査询重写后的结果。

如果是采用临时表算法实现的视图，EXPLAIN中会显示为派生表(DERIVED) o图7.1展 示了这两种实现的细节。
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图7-1：视图的两种实现

如果视图中包含GROUY BY、DISTINCT.任何聚合函数、UNION、子査询等，只要无法在 原表记录和视图记录中建立一一映射的场景中，MySQL都将使用临时表算法来实现视 图。上面列举的可能不全，而且这些规则在未来的版本中也可能会改变。如果你想确定 <2S MySQL到底是使用合并算法还是临时表算法，可以EXPLAIN-条针对视图的简单査询：

注**4：** 这里的**“temptable”**并不是指真正的物理上存在的临时表。没有经过这些改进和试验，**MySQL**视 图也不会有现在的效率。 ’•

**mysql> EXPLAIN SELECT \* FROM** *<vieu\_name>;*

+----+ +

I id I select\_type |

+

I 1 I PRIMARY I

I 2 I DERIVED I

+----+ +

这里的select\_type为“DERIVED”,说明该视图是采用临时表算法实现的。不过要注意： 如果产生的底层派生表很大，那么执行EXPLAIN可能会非常慢。因为在MySQL 5.5和更 老的版本中，EXPLAIN是需要实际执行并产生该派生表的。

视图的实现算法是视图本身的属性，和作用在视图上的査询语句无关。例如，可以为一 个基于简单査询的视图指定使用临时表算法：

CREATE ALGORITHM=TEMPTABLE VIEW vl AS SELECT \* FROM sakila.actor;

实现该视图的SQL本身并不需要临时表，但基于该视图无论执行什么样的査询，视图都 会生成一个临时表。

7.2.1可更新视图

可更新视图(updatable view)是指可以通过更新这个视图来更新视图涉及的相关表。只 要指定了合适的条件，就可以更新、删除甚至向视图中写入数据。例如，下面就是一个 合理的操作：

**mysql> UPDATE Oceania SET Population = Population \* 1.1 WHERE Name = 'Australia1;**

如果视图定义中包含了 GROUP BY、UNION.聚合函数，以及其他一些特殊情况，就不能 被更新了。更新视图的査询也可以是一个关联语句，但是有一个限制，被更新的列必须 来自同一个表中。另外，所有使用临时表算法实现的视图都无法被更新。

在上一节定义视图时使用的CHECK OPTION子句，表示任何通过视图更新的行，都必须符 合视图本身的WHERE条件定义。所以不能更新视图定义列以外的列，比如上例中不能 更新Continent列，也不能插入不同Continent值的新数据，否则MySQL会报如下的 错误：

**mysql> UPDATE Oceania SET Continent = 'Atlantis';**

ERROR 1369 (HYOOO): CHECK OPTION failed 'world.Oceania1

某些关系数据库允许在视图上建立INSTEAD OF触发器，通过触发器可以精确控制在修改 视图数据时做些什么。不过MySQL不支持在视图上建任何触发器。

7.2.2视图对性能的影响

多数人认为视图不能提升性能，实际上，在MySQL中某些情况下视图也可以帮助提升 性能。而且视图还可以和其他提升性能的方式叠加使用。例如，在重构schema的时候 可以使用视图，使得在修改视图底层表结构的时候，应用代码还可能继续不报错的运行。 可以使用视图实现基于列的权限控制，却不需要真正的在系统中创建列权限，因此没有 额外的开销。

CREATE VIEW public.employeeinfo AS

SELECT firstname, lastname -- but not socialsecuritynumber

FROM private.employeeinfo;

GRANT SELECT ON public.\* TO public\_user;

有时候也可以使用伪临时视图实现一些功能。MySQL虽然不能创建只在当前连接中存 在的真正的临时视图，但是可以建一个特殊名字的视图，然后在连接结束的时候删除该 视图。这样在连接过程中就可以在FROM子句中使用这个视图，和使用子査询的方式完 全相同，因为MySQL在处理视图和处理子査询的代码路径完全不同，所以它们的性能 也不同。下面是一个例子：

--Assuming 1234 is the result of CONNECTION\_ID()

CREATE VIEW temp.cost\_per\_day\_1234 AS

SELECT DATE(ts) AS day, sum(cost) AS cost

FROM logs.cost

GROUP BY day;

SELECT c.day, c.cost, s.sales

FROM temp. cost\_per\_day\_\_1234 AS c

INNER JOIN sales.sales\_per\_day AS s USING(day);

DROP VIEW temp.cost\_per\_day\_1234；

我们这里使用连接ID作为视图名字的一部分来避免冲突。在应用发生崩溃和别的意外导 致未清理临时视图的时候，这个技巧使得清理临时视图变得很简单。详细的信息可以参 考后面的“丢失的临时表”。

使用临时表算法实现的视图，在某些时候性能会很糟糕(虽然可能比直接使用等效査询 语句要好一点)。MySQL以递归的方式执行这类视图，先会执行外层査询，即使外层查 询优化器将其优化得很好，但是MySQL优化器可能无法像其他的数据库那样做更多的 内外结合的优化。外层查询的WHERE条件无法“下推”到构建视图的临时表的査询中, 临时表也无法建立索引注5。下面是一个例子，还是基于temp.cost\_per\_day\_1234这个视 图：

注5： 在MySQL5.6中可能会有所改进，但是在本书写作的时候5.6还没有发布。

I 280 > mysql> **SELECT c.day, c.cost4 s.sales**

**-> FROM temp.cost\_per day 1234 AS c**

**-> INNER JOIN sales.sales per\_\_day AS s USING(day)**

**-> WHERE day BETWEEN '2OO7-O1-O1' AND \*2007-01-31\*;**

在这个査询中，MySQL先执行视图的SQL生成临时表，然后再将sales\_per\_day和临 时表进行关联。这里的WHERE子句中的BETWEEN条件并不能下推到视图当中，所以视图 在创建的时候仍然需要将所有的数据都放到临时表当中，而不仅仅是一个月的数据。而 且临时表中不会有索引。这个案例中，索引还不是问题：MySQL将临时表作为关联顺 序中的第一个表，因此这里可以使用sales\_per\_day中的索引。不过，如果是对两个视 图做关联的话，优化器就没有任何索引可以使用了。

视图还引入了一些并非MySQL特有的其他问题。很多开发者以为视图很简单，但实际 上其背后的逻辑可能非常复杂。开发人员如果没有意识到视图背后的复杂性，很可能会 以为是在不停地重复查询一张简单的表，而没有意识到实际上是代价高昂的视图。我们 见过不少案例，一条看起来很简单的查询，EXPLAIN出来却有几百行，因为其中一个或 者多个表，实际上是引用了很多其他表的视图。

如果打算使用视图来提升性能，需要做比较详细的测试。即使是合并算法实现的视图也 会有额外的开销，而且视图的性能很难预测。在MySQL优化器中，视图的代码执行路 径也完全不同，这部分代码测试还不够全面，可能会有一些隐藏缺陷和问题。所以，我 们认为视图还不是那么成熟。例如，我们看到过这样的案例，复杂的视图和高并发的查 询导致査询优化器花了大量时间在执行计划生成和统计数据阶段，这甚至会导致MySQL 服务器僵死，后来通过将视图转换成等价的査询语句解决了问题。这也说明视图——即 使是使用合并算法实现的——并不总是有很优化的实现。

7.2.3视图的限制

在其他的关系数据库中你可能使用过物化视图，MySQL还不支持物化视图(物化视图 是指将视图结果数据存放在一个可以査看的表中，并定期从原始表中刷新数据到这个表 中)。MySQL也不支持在视图中创建索引。不过，可以使用构建缓存表或者汇总表的办 法来模拟物化视图和索引。可以直接使用Justin Swanharfs的工具Flexviews来实现这 个目的。参考第4章可以获得更多的相关细节。

MySQL视图实现上也有一些让人烦恼的地方。例如，MySQL并不会保存视图定义的原 始SQL语句，所以如果打算通过执行SHOW CREATE VIEW后再简单地修改其结果的方式 来重新定义视图，可能会大失所望。SHOW CREATE VIEWtH来的视图创建语句将以一种不 国I〉友好的内部格式呈现，充满了各种转义符和引号，没有代码格式化，没有注释，也没有 缩进。

如果打算重新修改一个视图，并且没法找到视图的原始的创建语句的话，可以通过使用 视图的.力文件的最后一行获得一些信息。如果有FILE权限，甚至可以直接使用SQL 语句中的LOAD\_FILE()来读取.斤力中的视图创建信息。再加上一些字符处理工作，就可 以获得一个完整的视图创建语句了，感谢Roland Bouman创造性的实现：

mysql> **SELECT**

**-> REPLACE(REPLACE(REPLACE(REPLACE(REPLACE(REPLACE(**

**-> REPLACE(REPLACE(REPLACE(REPLACE(REPLACE(**

**-> SUBSTRING \_INDEX(LOAD\_FILE('/var/lib/mysql/world/Oceania.frm'),**

**-> '\nsource=', -1),**

**-> '\\Z','\Z'), •\\t,,,\f),**

**-> ,\V\*,，V，), '\\n','\n'), 'Wb'/Xb'), AW 1, A\* \*),**

**-> 'Wo1,Ao\*)**

**-> AS source;**

I source |

+ +

I SELECT \* FROM Country WHERE continent = 'Oceania'

WITH CHECK OPTION

I

+ +

7.3外键约束

InnoDB是目前MySQL中唯一支持外键的内置存储引擎，所以如果需要外键支持那选择 就不多了(PBXT也有外键支持)。

使用外键是有成本的。比如外键通常都要求每次在修改数据时都要在另外一张表中多执 行一次査找操作。虽然InnoDB强制外键使用索引，但还是无法消除这种约束检査的开销。 如果外键列的选择性很低，则会导致一个非常大且选择性很低的索引。例如，在一个非 常大的表上有status列，并希望限制这个状态列的取值，如果该列只能取三个值一一虽 然这个列本身很小，但是如果主键很大，那么这个索引就会很大——而且这个索引除了 做这个外键限制，也没有任何其他的作用了。

不过，在某些场景下，外键会提升一些性能。如果想确保两个相关表始终有一致的数据， 那么使用外键比在应用程序中检査一致性的性能要高得多，此外，外键在相关数据的删 除和更新上，也比在应用中维护要更高效，不过，外键维护操作是逐行进行的，所以这 样的更新会比批量删除和更新要慢些。

外键约束使得査询需要额外访问一些别的表，这也意味着需要额外的锁。如果向子表中 写入一条记录，外键约束会让InnoDB检查对应的父表的记录，也就需要对父表对应记 录进行加锁操作，来确保这条记录不会在这个事务完成之时就被删除了。这会导致额外 的锁等待，甚至会导致一些死锁。因为没有直接访问这些表，所以这类死锁问题往往难 以排査。

有时，可以使用触发器来代替外键。对于相关数据的同时更新外键更合适，但是如果外 键只是用作数值约束，那么触发器或者显式地限制取值会更好些。(这里，可以直接使 用ENUM类型。)

如果只是使用外键做约束，那通常在应用程序里实现该约束会更好。外键会带来很大的 额外消耗。这里没有相关的基准测试的数据，不过我们碰到过很多案例，在对性能进行 剖析时发现外键约束就是瓶颈所在，删除外键后性能立即大幅提升。

7.4在MySQL内部存储代码

MySQL允许通过触发器、存储过程、函数的形式来存储代码。从MySQL 5.1开始，还 可以在定时任务中存放代码，这个定时任务也被称为“事件”。存储过程和存储函数都 被统称为“存储程序”。

这四种存储代码都使用特殊的SQL语句扩展，它包含了很多过程处理语法，例如循环和 条件分支等注6。不同类型的存储代码的主要区别在于其执行的上下文一一也就是其输入 和输出。存储过程和存储函数都可以接收参数然后返回值，但是触发器和事件却不行。

一般来说，存储代码是一种很好的共享和复用代码的方法。Giuseppe Maxia和其他一些 人也建立了一些通用的存储过程库，在网站*http://mysql-sr-lib.sourceforge.net*可以找到。 不过因为不同的关系数据库都有各自的语法规则，所以不同的数据库很难复用这些存储 代码(DB2是一个例外，它和MySQL基于相同的标准，有着非常类似的语法)注

这里将主要关注存储代码的性能，而不是如何实现。如果你打算学习如何编写存储过程, 那么 Guy Harrison 和 Steven Feuerstein 编写的 *MySQL Stored Procedure Programming* (CTReilly)应该会有帮助。

有人倡导使用存储代码，也有人反对。这里我们不站在任何一边，只是列举一下在 MySQL中使用存储代码的优点和缺点。首先，它有如下优点：

* 它在服务器内部执行，离数据最近，另外在服务器上执行还可以节省带宽和网络延迟。
* 这是一种代码重用。可以方便地统一业务规则，保证某些行为总是一致，所以也可 以为应用提供一定的安全性。

•它可以简化代码的维护和版本更新。

*注6 :* 这个语法是SQL/PSM的一个子集，SQL/PSM是SQL标准中的持久化存储模块，在ISO/IEC 9075-

4:2003(E)中定义。

注7 : 有一些专门用作移植的工具，例如*tsql2mysql*项目就是专门用于移植SQL Server上的存储过程。

参考:*http://sourceforge.net/projects/tsql2mysqh*

* 它可以帮助提升安全，比如提供更细粒度的权限控制。一个常见的例子是银行用于 转移资金的存储过程:这个存储过程可以在一个事务中完成资金转移和记录用于审 计的日志。应用程序也可以通过存储过程的接口访问那些没有权限的表。

服务器端可以缓存存储过程的执行计划，这对于需要反复调用的过程，会大大降低 消耗。

因为是在服务器端部署的，所以备份、维护都可以在服务器端完成。所以存储程序 的维护工作会很简单。它没什么外部依赖，例如，不依赖任何Perl包和其他不想在 服务器上部署的外部软件。

它可以在应用开发和数据库开发人员之间更好地分工。不过最好是由数据库专家来 开发存储过程，因为不是每个应用开发人员都能写出高效的SQL查询。

存储代码也有如下缺点：

MySQL本身没有提供好用的开发和调试工具，所以编写MySQL的存储代码比其他 的数据库要更难些。

较之应用程序的代码，存储代码效率要稍微差些。例如，存储代码中可以使用的函 数非常有限，所以使用存储代码很难编写复杂的字符串维护功能，也很难实现太复 杂的逻辑。

存储代码可能会给应用程序代码的部署带来额外的复杂性。原本只需要部署应用代 码和库表结构变更，现在还需要额外地部署MySQL内部的存储代码。

因为存储程序都部署在服务器内，所以可能有安全隐患。如果将非标准的加密功能 放在存储程序中，那么若数据库被攻破，数据也就泄漏了。但是若将加密函数放在 应用程序代码中，那么攻击者必须同时攻破程序和数据库才能获得数据。

存储过程会给数据库服务器增加额外的压力，而数据库服务器的扩展性相比应用服 务器要差很多。

MySQL并没有什么选项可以控制存储程序的资源消耗，所以在存储过程中的一个小 错误，可能直接把服务器拖死。

存储代码在MySQL中的实现也有很多限制一一执行计划缓存是连接级别的，游标 的物化和临时表相同，在MySQL 5.5版本之前，异常处理也非常困难，等等。（我 们会在介绍它的各个特性的同时介绍相关的限制）。简而言之，较之T-SQL或者PL/ SQL, MySQL的存储代码功能还非常非常弱。

<2841

* 调试MySQL的存储过程是一件很困难的事情。如果慢日志只是给出CALL XYZ（ 'A1）, 通常很难定位到底是什么导致的问题，这时不得不看看存储过程中的SQL语句是如 何编写的。（这在Percona Server中可以通过参数控制。）
* 它和基于语句的二进制日志复制合作得并不好。在基于语句的复制中，使用存储代 码通常有很多的陷阱，除非你在这方面的经验非常丰富或者非常有耐心排查这类问 题，否则需要谨慎使用。

这个缺陷列表很长——那么在真实世界中，这意味着什么？我们来看一个真实世界中弄 巧成拙的案例：在一个实例中，创建了一个存储过程来给应用程序访问数据库中的数据, 这使得所有的数据访问都需要通过这个接口，甚至很多根据主键的查询也是如此，这大 概使系统的性能降低了五倍左右。

最后，存储代码是一种帮助应用隐藏复杂性，使得应用开发更简单的方法。不过，它的 性能可能更低，而且会给MySQL的复制等增加潜在的风险。所以当你打算使用存储过 程的时候，需要问问自己，到底希望程序逻辑在哪儿实现:是数据库中还是应用代码中？ 这两种做法都可以，也都很流行。只是当你编写存储代码的时候，你需要明白这是将程 序逻辑放在数据库中。

7.4.1存储过程和函数

MySQL的架构本身和优化器的特性使得存储代码有一些天然的限制，它的性能也一定 程度受限于此。在本书编写的时候，有如下的限制：

* 优化器无法使用关键字DETERMINISTIC来优化单个查询中多次调用存储函数的情况。
* 优化器无法评估存储函数的执行成本。
* 每个连接都有独立的存储过程的执行计划缓存。如果有多个连接需要调用同一个存 储过程，将会浪费缓存空间来反复缓存同样的执行计划。（如果使用的是连接池或者 是持久化连接，那么执行计划缓存可能会有更长的生命周期。）
* 存储程序和复制是一组诡异组合。如果可以，最好不要复制对存储程序的调用。直 接复制由存储程序改变的数据则会更好。MySQL 5.1引入的行复制能够改善这个问 题。如果在MySQL 5.0中开启了二进制日志，那么要么在所有的存储过程中都增加 DETERMINISTIC 限制或者设置 MySQL 的选项 log\_bin\_trust\_function\_creators0

區〉我们通常会希望存储程序越小、越简单越好。希望将更加复杂的处理逻辑交给上层的应 用实现，通常这样会使代码更易读、易维护，也会更灵活。这样做也会让你拥有更多的 计算资源，潜在的还会让你拥有更多的缓存资源注8。

不过，对于某些操作，存储过程比其他的实现要快得多——特别是当一个存储过程调用 可以代替很多小査询的时候。如果査询很小，相比这个査询执行的成本，解析和网络开

•銷就变得非常明显。为了证明这一点，我们先创建一个简单的存储过程，用来写入一定

注8: 通常各个层都有自己的缓存。——译者注

数量的数据到一个表中，下面是存储过程的代码：

1. DROP PROCEDURE IF EXISTS insert\_many\_rows;

2

1. delimiter //

4

1. CREATE PROCEDURE insert\_many\_rows (IN loops INT)
2. BEGIN ~ ~
3. DECLARE vl INT;
4. SET vl=loops;
5. WHILE vl > 0 DO
6. INSERT INTO test\_table values(NULL,O,
7. 'qqqqqqqqqqwwwwwwwwwweeeeeeeeeerrrrrrrrrrtttttttttt',
8. 'qqqqqqqqqqw«iwwwwwwwweeeeeeeeeerrrrrrrrrrtttttttttt');
9. SET vl = vl - 1;
10. END WHILE；
11. END;
12. //

17

1. delimiter ;

然后对该存储过程执行基准测试，看插入一百万条记录的时间，并和通过客户端程序逐 条插入一百万条记录的时间进行对比。这里表结构和硬件并不重要 重要的是两种方 式的相对速度。另外，我们还测试了使用MySQL Proxy连接MySQL来执行客户端程 序测试的性能。为了让事情简单，整个测试在一台服务器上完成，包括客户端程序和 MySQL Proxy实例。表7-1展示了测试结果。

表7・1：写入一百万数据所花费的总时间

写入方式 总消耗时间

存储过程 **IS sec**

客户端程序 **279 sec**

使想**MySQL Proxy** 户端程序 **307^ec**

可以看到存储过程要快很多，很大程度因为它无须网络通信开销、解析开销和优化器开 销等。

我们将在本章的后半部分介绍如何维护存储过程。

7.4.2触发器 <286~]

触发器可以让你在执行INSERT、UPDATE或者DELETE的时候，执行一些特定的操作。 可以在MySQL中指定是在SQL语句执行前触发还是在执行后触发。触发器本身没有返 回值，不过它们可以读取或者改变触发SQL语句所影响的数据。所以，可以使用触发器 实现一些强制限制，或者某些业务逻辑，否则，就需要在应用程序中实现这些逻辑。 因为使用触发器可以减少客户端和服务器之间的通信，所以触发器可以简化应用逻辑， 还可以提高性能。另外，还可以用于自动更新反范式化数据或者汇总表数据。例如，在 示例数据库Sakila中，我们可以使用触发器来维护表。

MySQL触发器的实现非常简单，所以功能也有限。如果你在其他数据库产品中已经重 度依赖触发器，那么在使用MySQL的时候需要注意，很多时候MySQL触发器的表现

• 和预想的并不一样。特别需要注意以下几点：

* 对每一个表的每一个事件，最多只能定义一个触发器（换句话说，不能在AFTER INSERT上定义两个触发器）。
* MySQL只支持“基于行的触发”——也就是说，触发器始终是针对一条记录的，而 不是针对整个SQL语句的。如果变更的数据集非常大的话，效率会很低。

下面这些触发器本身的限制也适用于MySQL :.

* 触发器可以掩盖服务器背后的工作，一个简单的SQL语句背后，因为触发器，可能 包含了很多看不见的工作。例如，触发器可能会更新另一个相关表，那么这个触发 器会让这条SQL影响的记录数翻一倍。
* 触发器的问题也很难排査，如果某个性能问题和触发器相关，会很难分析和定位。
* 触发器可能导致死锁和锁等待。如果触发器失败，那么原来的SQL语句也会失败。 如果没有意识到这其中是触发器在搞鬼，那么很难理解服务器抛出的错误代码是什 么意思。

如果仅考虑性能，那么MySQL触发器的实现中对服务器限制最大的就是它的“基于行 的触发”设计。因为性能的原因，很多时候无法使用触发器来维护汇总和缓存表。使用 触发器而不是批量更新的一个重要原因就是，使用触发器可以保证数据总是一致的。

触发器并不能一定保证更新的原子性。例如，一个触发器在更新MylSAM表的时候，如 果遇到什么错误，是没有办法做回滚操作的。这时，触发器可以抛出错误。假设你在一 个MylSAM表上建立一个AFTER UPDATE的触发器，用来更新另一个MylSAM表。如果 触发器在更新第二个表的时候遇到错误导致更新失败，那么第一个表的更新并不会回滚。

国〉在InnoDB表上的触发器是在同一个事务中完成的，所以它们执行的操作是原子的，原 操作和触发器操作会同时失败或者成功。不过，如果在InnoDB表上建触发器去检査数 据的一致性，需要特别小心MVCC,稍不小心，你可能会获得错误的结果。假设，你想 实现外键约束，但是不打算使用InnoDB的外键约束。若打算编写一个BEFORE INSERT 触发器来检查写入的数据对应列在另一个表中是存在的，但若你在触发器中没有使用 SELECT FOR UPDATE,那么并发的更新语句可能会立刻更新对应记录，导致数据不一致。

我们不是危言耸听，让大家不要使用触发器。相反，触发器非常有用，尤其是实现一些 约束、系统维护任务，以及更新反范式化数据的时候。

还可以使用触发器来记录数据变更日志。这对实现一些自定义的复制会非常方便，比如 需要先断开连接，然后修改数据，最后再将所有的修改重新合并回去的情况。一个简单 的例子是，一组用户各自在自己的个人电脑上工作，但他们的操作都需要同步到一台主 数据库上，然后主数据库会将他们所有人的操作都分发给每个人。实现这个系统需要做 两次同步操作。触发器就是构建整个系统的一个好办法。每个人的电脑上都可以使用一 个触发器来记录每一次数据的修改，并将其发送到主数据库中。然后，再使用MySQL 的复制将主数据库上的所有操作都复制一份到本地并应用。这里需要额外注意的是，如 果触发器基于有自增主键的记录，并且使用的是基于语句的复制，那么自增长可能会在 复制中出现不一致。

有时候可以使用一些技巧绕过触发器是“基于行的触发”这个限制。Roland Bouman发现， 对于BEFORE触发器除了处理的第一条记录，触发器函数ROW\_COUNT()总是会返回1。可 以使用这个特点，使得触发器不再是针对每一行都运行，而是针对一条SQL语句运行一 次。这和真正意义上的单条SQL语句的触发器并不相同，不过可以使用这个技术来模拟 单条SQL语句的BEFORE触发器。这个行为可能是MySQL的一个缺陷，未来版本中可 能会被修复，所以在使用这个技巧的时候，需要先验证在你的MySQL版本中是否适用， 另外，在升级数据库的时候还需要检査这类触发器是否还能够正常工作。下面是一个使 用这个技巧的例子：

CREATE TRIGGER fake\_statement\_trigger

BEFORE INSERT ON sometable ~

FOR EACH ROW

BEGIN

DECLARE v\_row\_count INT DEFAULT ROW\_COUNT();

IF v\_row\_count <> 1 THEN

--Your code here

END IF;

END;

7.4.3事件
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事件是MySQL 5.1引入的一种新的存储代码的方式。它类似于Linux的定时任务，不 过是完全在MySQL内部实现的。你可以创建事件，指定MySQL在某个时候执行一段 SQL代码，或者每隔一个时间间隔执行一段SQL代码。通常，我们会把复杂的SQL都 封装到一个存储过程中，这样事件在执行的时候只需要做一个简单的CALL调用。

事件在一个独立事件调度线程中被初始化，这个线程和处理连接的线程没有任何关系。 它不接收任何参数，也没有任何的返回值。可以在MySQL的日志中看到命令的执行日志， 还可以在表INFORMATION\_SCHEMA. EVENTS中看到各个事件状态，例如这个事件最后一次 被执行的时间等。

类似的，一些适用于存储过程的考虑也同样适用于事件。首先，创建事件意味着给服务 器带来额外工作。事件实现机制本身的开销并不大，但是事件需要执行SQL,则可能会 对性能有很大的影响。更进一步，事件和其他的存储程序一样，在和基于语句的复制一 起工作时，也可能会触发同样的问题。事件的一些典型应用包括定期地维护任务、重建 缓存、构建汇总表来模拟物化视图，或者存储用于监控和诊断的状态值。

下面的例子创建了一个事件，它会每周一次针对某个数据库运行一个存储过程(后面我 们将展示如何创建这个存储过程)：

CREATE EVENT optimize\_somedb ON SCHEDULE EVERY 1 WEEK

DO

CALL optimize\_tables('somedb');

你可以指定事件本身是否被复制。根据需要，有时需要被复制，有时则不需要。看前面 的例子，你可能会希望在所有的备库上都运行OPTIMIZE TABLE,不过要注意如果所有的 备库同时执行，可能会影响服务器的性能(会对表加锁)。

最后，如果一个定时事件执行需要很长的时间，那么有可能会出现这样的情况，即前面 一个事件还未执行完成,下一个时间点的事件又开始了。MySQL本身不会防止这种并发, 所以需要用户自己编写这种情况下的防并发代码。你可以使用函数GET\_LOCK()来确保当 前总是只有一个事件在被执行：

CREATE EVENT optimize\_somedb ON SCHEDULE EVERY 1 MEEK

DO

BEGIN

DECLARE CONTINUE HANLDER FOR SQLEXCEPTION

BEGIN END;

IF GET\_LOCK(\*somedb', 0) THEN

DO CALL optimizetables('somedb');

END IF; ~

DO RELEASE\_LOCK('somedb');

END ~

厘> 这里的"CONTINUE HANLDER”用来确保,即使当事件执行出现了异样，仍然会释放持有的锁。

虽然事件的执行是和连接无关的，但是它仍然是线程级别的。MySQL中有一个事件调 度线程，必须在MySQL配置文件中设置，或者使用下面的命令来设置：

**mysql> SET GLOBAL event\_scheduler := 1;**

该选项一旦设置，该线程就会执行各个用户指定的事件中的各段SQL代码。你可以通过 观察MySQL的错误日志来了解事件的执行情况。

虽然事件调度是一个单独的线程，但是事件本身是可以并行执行的。MySQL会创建一 个新的进程用于事件执行。在事件的代码中，如果你调用函数CONNECTION\_ID(),也会 返回一个唯一值，和一般的线程返回值一样——虽然事件和MySQL的连接线程是无关 的(这里的函数CONNECTION\_ID()返回的只是线程ID)。这里的进程和线程生命周期就 是事件的执行过程。可以通过SHOW PROCESSLIST中的Command列来査看，这些线程的该 列总是显示为"Connect”。

虽然事件处理进程需要创建一个线程来真正地执行事件，但该线程在时间执行结束后会 被销毁，而不会放到线程缓存中，并且状态值Threads\_created也不会被增加。

7.4.4在存储程序中保留注释

存储过程、存储函数、触发器、事件通常都会包含大量的重要代码，在这些代码中加上 注释就非常有必要了。但是这些注释可能不会存储在MySQL服务器中，因为MySQL 的命令行客户端会自动过滤注释(命令行客户端的这个“特性”令人生厌，不过这就是 生活)。

一个将注释存储到存储程序中的技巧就是使用版本相关的注释，因为这样的注释可能被 MySQL服务器执行(例如，只有版本号大于某个值的时候才执行的代码)。服务器和客 户端都知道这不是普通的注释，所以也就不会删除这些注释。为了让这样的“版本相关 的代码”不被执行，可以指定一个非常大的版本号，例如99 999。我们现在给触发器加 上一些注释文档，让它更易读：

CREATE TRIGGER fake\_statement\_trigger

BEFORE INSERT ON soinetable ~

FOR EACH ROW

BEGIN

DECLARE v\_row\_count INT DEFAULT RO虹COUNT。；

**/\*!99999 ROW\_COUNT() is 1 except -for the first row, so this executes only once per statement. \*/**

IF v\_row\_count <> 1 THEN

--Your code here

END IF;

END;

7.5游标
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MySQL在服务器端提供只读的、单向的游标，而且只能在存储过程或者更底层的客户 端API中使用。因为MySQL游标中指向的对象都是存储在临时表中而不是实际查询到 的数据，所以MySQL游标总是只读的。它可以逐行指向查询结果，然后让程序做进一 步的处理。在一个存储过程中，可以有多个游标，也可以在循环中“嵌套”地使用游标。

MySQL的游标设计也为粗心的人“准备” 了陷阱。因为是使用临时表实现的，所以它 在效率上给开发人员一个错觉。需要记住的最重要的一点是：当你打开一个游标的时候 需要执行整个査询。考虑下面的存储过程：

1. CREATE PROCEDURE bad\_cursor()
2. BEGIN ~
3. DECLARE film\_id INT;
4. DECLARE f CURSOR FOR SELECT film\_id FROM sakila.film;
5. OPEN f; ~
6. FETCH f INTO film\_id;
7. CLOSE f; ~
8. END

从这个例子中可以看到，不用处理完所有的数据就可以立刻关闭游标。使用0racle或 者SQL Server的用户不会认为这个存储过程有什么问题，但是在MySQL中，这会带来 很多的不必要的额外操作。使用SHOW STATUS来诊断这个存储过程，可以看到它需要做 1 000个索引页的读取，做1 000个写入。这是因为在表sakila.film中有1 000条记录, 而所有这些读和写都发生在第五行的打开游标动作。

这个案例告诉我们，如果在关闭游标的时候你只是扫描一个大结果集的一小部分，那么 存储过程可能不仅没有减少开销，相反带来了大量的额外开销。这时，你需要考虑使用 LIMIT来限制返回的结果集。

游标也会让MySQL执行一些额外的I/O操作，而这些操作的效率可能非常低。因为临 时内存表不支持BLOB和TEXT类型，如果游标返回的结果包含这样的列的话，MySQL 就必须创建临时磁盘表来存放，这样性能可能会很糟。即使没有这样的列，当临时表大 于tmp\_table\_size的时候，MyQL也还是会在磁盘上创建临时表。

MySQL不支持客户端的游标，不过客户端API可以通过缓存全部查询结果的方式模拟 客户端的游标。这和直接将结果放在一个内存数组中来维护并没有什么不同。参考第6章, 你可以看到更多关于一次性读取整个结果集到客户端时的性能。

画＞ 7.6绑定变量

从MySQL 4.1版本开始，就支持服务器端的绑定变量(prepared statement),这大 大提高了客户端和服务器端数据传输的效率。你若使用一个支持新协议的客户端，如 MySQL C API,就可以使用绑定变量功能了。另外，Java和.NET的也都可以使用各自 的客户端Connector/J和Coimector/NET来使用绑定变量。最后，还有一个SQL接口用 于支持绑定变量，后面我们将讨论这个(这里容易引起困扰)。

当舅建一个绑定变量SQL时，客户端向服务器发送了一个SQL语句的原型。服务器端 收斯这个SQL语句框架后，解析并存储这个SQL语句的部分执行计划，返回给客户端 一个SQL语句处理句柄。以后每次执行这类査询，客户端都指定使用这个句柄。

绑定变量的SQL,使用问号标记可以接收参数的位置，当真正需要执行具体査询的时候， 则使用具体值代替这些问号。例如，下面是一个绑定变量的SQL语句：

INSERT INTO tbl(coll, col2, col3) VALUES (?, ?, ?);

可以通过向服务器端发送各个问号的取值和这个SQL的句柄来执行一个具体的查询。反 复使用这样的方式执行具体的査询，这正是绑定变量的优势所在。具体如何发送取值参 数和SQL句柄，则和各个客户端的编程语言有关。使用Java和.NET的MySQL连接器 就是一种办法。很多使用MySQL C语言链接库的客户端可以提供类似的接口，需要根 据使用的编程语言的文档来了解如何使用绑定变量。

因为如下的原因，MySQL在使用绑定变量的时候可以更高效地执行大量的重复语句：

* 在服务器端只需要解析一次SQL语句。
* 在服务器端某些优化器的工作只需要执行一次，因为它会缓存一部分的执行计划。
* 以二进制的方式只发送参数和句柄，比起每次都发送ASCII码文本效率更高，一个 二进制的日期字段只需要三个字节，但如果是ASCII码则需要十个字节。不过最大 的节省还是来自于BLOB和TEXT字段，绑定变量的形式可以分块传输，而无须一次 性传输。二进制协议在客户端也可能节省很多内存，减少了网络开销，另外，还节 省了将数据从存储原始格式转换成文本格式的开销。
* 仅仅是参数——而不是整个查询语句一一需要发送到服务器端，所以网络开销会更 小。
* MySQL在存储参数的时候，直接将其存放到缓存中，不再需要在内存中多次复制。＜292j

绑定变量相对也更安全。无须在应用程序中处理转义，一则更简单了，二则也大大减少 TSQL注入和攻击的风险。(任何时候都不要信任用户输入，即使是使用绑定变量的时 候。)

可以只在使用绑定变量的时候才使用二进制传输协议。如果使用普通的mysql\_query() 接口则不会使用二进制传输协议。还有一些客户端让你使用绑定变量，先发送带参数的 绑定SQL,然后发送变量值，但是实际上，这些客户端只是模拟了绑定变量的接口，最 后还是会直接用具体值代替参数后，再使用mysql\_query()发送整个査询语句。

7.6.1绑定变量的优化

对使用绑定变量的SQL, MySQL能够缓存其部分执行计划，如果某些执行计划需要根 据传入的参数来计算时，MySQL就无法缓存这部分的执行计划。根据优化器什么时候 工作，可以将优化分为三类。在本书编写的时候，下面的三点是适用的。

在准备阶段

服务器解析SQL语句，移除不可能的条件，并且重写子査询。

在第一次执行的时候

如果可能的话，服务器先简化嵌套循环的关联，并将外关联转化成内关联。

在每次SQL语句执行时

服务器做如下事情：

* 过滤分区。
* 如果可能的话，尽量移除COUNTO, MINO和MAX()。
* 移除常数表达式。
* 检测常量表。

•做必要的等值传播。

* 分析和优化ref、range和索引优化等访问数据的方法。
* 优化关联顺序。

参考第6章，可以了解更多关于这些优化的信息。理论上，有些优化只需要做一次，但 实际上，上面的操作还是都会被执行。

零 7.6.2 SQL接口的绑定变量

在4.1和更新的版本中，MySQL支持了 SQL接口的绑定变量。不使用二进制传输协议 也可以直接以SQL的方式使用绑定罂量。下面案例展示了如何使用SQL接口的绑定变量:

mysql> SET @sql := 'SELECT actor\_id, first\_name, last\_name -> FROM sakila.actor WHERE first\_name = ?';

mysql> PREPARE stmt\_fetch\_actor FROM @sql;

mysql> SET @actor\_name := 'Penelope';

mysql> EXECUTE stmt\_fetch\_actor USING @actor\_name;

|  |  |  |
| --- | --- | --- |
| + | •+ | -+ + |
| | actor\_id | | first\_name | | last\_name | |
|  |  |  |
| 丨 1 | | PENELOPE | | GUINESS | |
| 1 54 | 1 PENELOPE | | PINKETT | |
| I 104 | 1 PENELOPE | 1 CRONYN 1 |
| | 120  + | 1 PENELOPE  ■+ | 1 MONROE |  -+ + |

mysql> DEALLOCATE PREPARE stmt\_fetch\_actor;

当服务器收到这些SQL语句后，先会像一般客户端的链接库一样将其翻译成对应的操作。 这意味着你无须使用二进制协议也可以使用绑定变量。

正如你看到的，比起直接编写的SQL语句，这里的语法看起来有一些怪怪的。那么，这 种写法实现的绑定变量到底有什么优势呢？

最主要的用途就是在存储过程中使用。在MySQL 5.0版本中，就可以在存储过程中使用 绑定变量，其语法和前面介绍的SQL接口的绑定变量类似。这意味，可以在存储过程 中构建并执行“动态”的SQL语句，这里的“动态”是指可以通过灵活地拼接字符串等 参数构建SQL语句。例如，下面的示例存储过程中可以针对某个数据库执行0PTIMIZE TABLE的操作：

DROP PROCEDURE IF EXISTS optimize\_tables;

DELIMITER // ~

CREATE PROCEDURE optimize\_tables(db\_name VARCHAR(64))

BEGIN ~ ~

DECLARE t VARCHAR(64)；

DECLARE done INT DEFAULT 0;

DECLARE c CURSOR FOR

SELECT table\_name FROM INFORMATION\_SCHEMA.TABLES

WHERE TABLE\_SCHEMA = db\_name AND TABLE\_TYPE = 'BASE TABLE';

DECLARE CONTINUE HANDLER FOR SQLSTATE 102000, SET done = 1;

OPEN c;

tables\_loop: LOOP

FETCH c INTO t;

IF done THEN

LEAVE tables\_loop;

END IF; -

SET @stmt\_text := CONCAT("OPTIMIZE TABLE ", db\_\_name, t);

PREPARE stmt FROM @stmt\_text; "

EXECUTE stmt; ~

DEALLOCATE PREPARE stmt; <294~]

END LOOP;

CLOSE c;

END//

DELIMITER ；

可以这样调用这个存储过程：

mysql> **CALL optimize\_tables(\* sakila1);**

另一种实现存储过程中循环的办法是：

REPEAT

*、* FETCH c INTO t；

IF NOT done THEN

SET @stmt\_text := CONCAT("OPTIMIZE TABLE ", db\_name, t);

PREPARE stmt FROM @stmt\_text; ~

EXECUTE stmt; ~

DEALLOCATE PREPARE stmt; END IF;

UNTIL done END REPEAT;

这两种循环结构最重要的区别在于：REPEAT会为每个循环检查两次循环条件。在这个例 子中，因为循环条件检查的是一个整数判断，并不会有什么性能问题，如果循环的判断 条件非常复杂的话，则需要注意这两者的区别。

像这样使用SQL接口的绑定变量拼接表名和库名是很常见的，这样的好处是无须使用任 何参数就能完成SQL语句。而库名和表名都是关键字，在二进制协议的绑定变量中是不 能将这两部分参数化的。另一个经常需要动态设置的就是LIMIT子句，因为二进制协议 中也无法将这个值参数化。

另外，编写存储过程时，SQL接口的绑定变量通常可以很大程度地帮助我们调试绑定变 量，如果不是在存储过程中，SQL接口的绑定变量就不是那么有用了。因为SQL接口 的绑定变量，它既没有使用二进制传输协议，也没有能够节省带宽，相反还总是需要增 加至少一次额外网络传输才能完成一次査询。所有只有在某些特殊的场景卞SQL接口的 绑定变量才有用，比如当SQL语句非常非常长，并且需要多次执行的时候。

7.6.3绑定变量的限制

关于绑定变量的一些限制和注意事项如下：

* 绑定变量是会话级别的，所以连接之间不能共用绑定变量句柄。同样地，一旦连接 断开，则原来的句柄也不能再使用了。（连接池和持久化连接可以在一定程度上缓解 这个问题。）

® 在MySQL 5.1版本之前，绑定变量的SQL是不能使用査询缓存的。

* 并不是所有的时候使用绑定变量都能获得更好的性能。如果只是执行一次SQL,那

*X>* 么使用绑定变量方式无疑比直接执行多了一次额外的准备阶段消耗，而且还需要一

次额外的网络开销。（要正确地使用绑定变量，还需要在使用完成后，释放相关的资 源。）

•当前版本下，还不能在存储函数中使用绑定变量（但是存储过程中可以使用）。

® 如果总是忘记释放绑定变量资源，则在服务器端很容易发生资源“泄漏”。绑定变量 SQL总数的限制是一个全眉限制，所以某一个地方的错误可能会对所有其他的线程 都产生影响。

❸ 有些操作，如BEGIN,无法在绑定变量中完成。

不过使用绑定变量最大的障碍可能是：它是如何实现以及原理是怎样的，这两点很容易 让人困惑。有时，很难解释如下三种绑定变量类型之间的区别是什么：

客户端模拟的绑定变量

客户端的驱动程序接收一个带参数的SQL,再将指定的值带入其中，最后将完整的

査询发送到服务器端。

服务器端的绑定变量

客户端使用特殊的二进制协议将带参数的字符串发送到服务器端，然后使用二进制 协议将具体的参数值发送给服务器端并执行。

SQL接口的绑定变量

客户端先发送一个带参数的字符串到服务器端，这类似于使用PREPARE的SQL语句, 然后发送设置参数的SQL,最后使用EXECUTE来执行SQL。所有这些都使用普通的 文本传输协议。

7.7用户自定义函数

从很早开始，MySQL就支持用户自定义函数(UDF)。存储过程只能使用SQL来编写， 而UDF没有这个限制，你可以使用支持C语言调用约定的任何编程语言来实现。

UDF必须事先编译好并动态链接到服务器上，这种平台相关性使得UDF在很多方面都 很强大。UDF速度非常快，而且可以访问大量操作系统的功能，还可以使用大量库函数。 使用SQL实现的存储函数在实现一些简单操作上很有优势，诸如计算球体上两点之间的 距离，但是如果操作涉及到网络交互，那么只能使用UDF 了。同样地，如果需要一个 MySQL不支持的统计聚合函数，而且无法使用SQL编写的存储函数来实现的话，通常 使用UDF是很容易实现的。

能力越大，责任越大。所以在UDF中的一个错误很可能会让服务器直接崩溃，甚至扰 乱服务器的内存或者数据，另外，所有C语言具有的潜在风险，UDF也都有。

&

和使用**SQL**语言编写存储程序不同，**UDF**无法读写数据表一一至少，无法在调用 **UDF**的线程中使用当前事务处理的上下文来读写数据表。这意味着，它更适合用作 计算或者与外面的世界交互**oMySQL**已经支持越来越多的方式和外面的资源交互了。 **Brian Aker**和**Patrick Galbraith**创建的与*memcached*通信的函数就是一个**UDF**很好 的案例(参考：*<http://tangent.org/586/Memcached_Functions_fbr_MySQL.html>) o*
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如果打算使用UDF,那么在MySQL版本升级的时候需要特别注意做相应的改变，因为 很可能需要重新编译这些UDF,或者甚至需要修改UDF来让它能在新的版本中工作。 还需要注意的是，你需要确保UDF是线程安全的，因为它们需要在MySQL中执行，而 MySQL是一个纯粹的多线程环境。

现在已经有很多写好的UDF直接提供给MySQL使用，还有很多UDF的示例可供参考, 以便完成自己的UDFO现在UDF最大的仓库是*[http://www.mysqludf.org](http://www.mysqludf.org0)[0](http://www.mysqludf.org0)*

下面是一个用户自定义函数NOW\_USEC()的代码，这个函数在第10章中我们将用它来测 量复制的速度：

#include <my\_global.h>

#include <my\_sys.h>

#include <mysql.h>

#include <stdio.h>

#include <sys/time.h>

#include <time.h>

#include <unistd.h>

extern "C" (

my\_bool now\_usec\_init(UDF\_INIT \*initid, UDF\_ARGS \*args, char \*message);

char \*now\_usec(

~ UDF\_INIT \*initid,

UDF^ARGS \*args,

char \*result,

unsigned long \*length,

char \*is\_null, char \*error);

}

my\_bool now\_usec\_init(UDF\_INIT \*initid, UDF\_ARGS \*args, char \*message) ( return 0;

}

char \*now\_usec(UDF\_INIT \*initid, UDF\_ARGS \*args, char \*result, unsigned long \*length, char \*is\_null, char \*error) ( struct timeval tv; struct tm\* ptm;

char time\_string[20]; /\* e.g. "2006-04-27 17：10:52" \*/

char \*usec\_time\_string = result;

time\_t t;

/\* Obtain the time of day, and convert it to a tm struct. \*/ gettimeofday (&tv, NULL);

t = (time\_t)tv.tv\_sec;

I 297 > ptm = localtime (&t);

/\* Format the date and time, down to a single second. \*/

strftime (time\_string, sizeof (time\_string), ptm);

/\* Print the formatted time, in seconds, followed by a decimal point

\* and the microseconds. \*/

sprintf(usec\_time\_string, "%s.%061d\n", time\_string, tv・tv\_usec);

♦length = 26;

return (usec\_\_time\_string);

} -"

参考前一章中的案例学习，可以看到如何使用用户自定义函数来解决一些棘手的问题。 我们在Percona Toolkit中也使用了 UDF来完成一些工作，例如高效的数据复制校验, 或者在Sphinx索引之前使用UDF来预处理一些问题等。UDF是一款非常强大的工具。

7.8插件

除了 UDF, MySQL还支持各种各样的插件。这些插件可以在MySQL中新增启动选项 和状态值，还可以新增INFORMATION\_SCHEMA表，或者在MySQL的后台执行任务，等等。 在MySQL 5.1和更新的版本中，MySQL新增了很多的插件接口，使得你无须直接修改 MySQL的源代码就可以大大扩展它的功能。下面是一个简单的插件列表。

存储过程插件

存储过程插件可以帮你在存储过程运行后再处理一次运行结果。这是一个很古 老的插件了，和UDF有些类似，多数人都可能忘记了这个插件的存在。内置的 PROCEDURE ANALYSE就是一个很好的示例。

后台插件

后台插件可以让你的程序在MySQL中运行，可以实现自己的网络监听、执行自 己的定期任务。后台插件的一个典型例子就是在Percona Server中包含的Handler- Socket 插件。它监听一个新的网络端口，使用一个简单的协议可以帮你无须使用 SQL接口直接访问InnoDB数据，这也使得MySQL能够像一些NoSQL 一样具有非 常高的性能。

INFORMATION\_SCHEMA 插件

这个插件可以提供一个新的内存INFORMATION\_SCHEMA表。

全文解析插件

这个插件提供一种处理文本的功能，可以根据自己的需求来对一个文档进行分词， 所以如果给定一个PDF文档目录，可以使用这个插件对这个文档进行分词处理。也 可以用此来增强査询执行过程中的词语匹配功能。

审计插件

审计插件在査询执行的过程中的某些固定点被调用，所以它可以用作(例如)记录 MySQL的事件日志。

认证插件 <2?8]

认证插件既可以在MySQL客户端也可在它的服务器端，可以使用这类插件来扩展 MySQL的认证功能，例如可以实现PAM和LDAP认证。

要了解更多细节，可以参考MySQL的官方手册，或者读读由Sergei Golubchik和 Andrew Hutchings (Packt)编写的 *MySQL 5.1 Plugin Developmento* 如果你需要一\*个插件， 但是却不知道怎么实现，有很多公司都提供这类咨询服务，例如Monty Program. Open Query、Percona 和 SkySQLo

7.9字符集和校对

字符集是指一种从二进制编码到某类字符符号的映射，可以参考如何使用一个字节来表 示英文字母。“校对”是指一组用于某个字符集的排序规则。MySQL 4.1和之后的版本中， 每一类编码字符都有其对应的字符集和校对规则注9。MySQL对各种字符集的支持非常完 善，但是这也带来了一定的复杂性，某些场景下甚至会有一定的性能牺牲。（另外，曾 经Drizzle放弃了所有的字符集，所有字符全部统一使用UTF-8O）

本节将解释在实际使用中，你可能最需要的一些设置和功能。如果想了解更多细节，可 以详细地阅读MySQL官方手册的相关章节。

7.9.1 MySQL如何使用字符集

每种字符集都可能有多种校对规则，并且都有一个默认的校对规则。每个校对规则都是 针对某个特定的字符集的，和其他的字符集没有关系。校对猊则和字符集总是一起使用 的，所以后面我们将这样的组合也统称为一个字符集。

MySQL有很多的选项用于控制字符集。这些选项和字符集很容易混淆，一定要记住： 只有基于字符的值才真正的“有”字符集的概念。对于其他类型的值，字符集只是一个 设置，指定用哪一种字符集来做比较或者其他操作。基于字符的值能存放在某列中、査 询的字符串中、表达式的计算结果中或者某个用户变量中，等等。

MySQL的设置可以分为两类:创建对象时的默认值、在服务器和客户端通信时的设置。

创建对象时的默认设置

MySQL服务器有默认的字符集和校对规则，每个数据库也有自己的默认值，每个表也 有自己的默认值。这是一个逐层继承的默认设置，最终最靠底层的默认设置将影响你创 [» 建的对象。这些默认值，至上而下地告诉MySQL应该使用什么字符集来存储某个列。

在这个“阶梯”的每一层，你都可以指定一个特定的字符集或者让服务器使用它的默认值：

• 创建数据库的时候，将根据服务器上的character\_set\_server设置来设定该数据库 的默认字符集。

•创建表的时候，将根据数据库的字符集设置指定这个表的字符集设置。

•创建列的时候，将根据表的设置指定列的字符集设置。

需要记住的是，真正存放数据的是列，所以更高“阶梯”的设置只是指定默认值。一个 表的默认字符集设置无法影响存储在这个表中某个列的值。只有当创建列而没有为列指 定字符集的时候，如果没有指定字符集，表的默认字符集才有作用。

注9： MySQL4.0和更早的版本中，如果设置服务器的全局设置，有几种8字节的字符集可以选择。

服务器和客户端通信时的设置

当服务器和客户端通信的时候，它们可能使用不同的字符集。这时，服务器端将进行必 要的翻译转换工作：

* 服务器端总是假设客户端是按照character\_set\_client设置的字符来传输数据和 SQL语句的。
* 当服务器收到客户端的SQL语句时，它先将其转换成字符集character\_set\_ connection0它还使用这个设置来决定如何将数据转换成字符串。
* 当服务器端返回数据或者错误信息给客户端时，它会将其转换成character\_set\_ resulto

图7-2展示了这个过程。
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客户端

服务器

从 charactecseLclient 字符集  
转换为 charactecset.connection

图7・2：客户端和服务器的字符集

根据需要，可以使用SET NAMES或者SET CHARACTER SET语句来改变上面的设置。不过 <3® 在服务器上使用这个命令只能改变服务器端的设置。客户端程序和客户端的API也需要 使用正确的字符集才能避免在通信时出现问题。

假设使用latinl字符集(这是默认字符集)打开一个连接，并使用SET NAMES utf8来 告诉服务器客户端将使用UTF-8字符集来传输数据。这样就创建了一个不匹配的字符集， 可能会导致一些错误甚至出现一些安全性问题。应当先设置客户端字符集然后使用函 数mysql\_real\_escape\_string()在需要的时候进行转义。在PHP中，可以使用mysql\_ set\_charset()来修改客户端的字符集。

MySQL如何比较两个字符串的大小

如果比较的两个字符串的字符集不同，MySQL会先将其转成同一个字符集再进行比较。 如果两个字符集不兼容的话，则会抛出错误，例如“ERROR 1267(HY000):Illegal mix of collations^这种情况下需要通过函数CONVERTO显式地将其中一个字符串的字符 集转成一个兼容的字符集。MySQL 5.0和更新的版本经常会做这样的隐式转换，所以这 类错误通常是在MySQL 4.1中比较常见。

MySQL还会为每个字符串设置一个“可转换性”注％这个设置决定了值的字符集的优先 级，因而会影响MySQL做字符集隐式转换后的值。另外，也可以使用函数CHARSETO. C0LLATI0NO.和C0ERCIBILITYO来定位各种字符集相关的错误。

还可以使用前缀和COLLATE子句来指定字符串的字符集或者校对字符集。例如，下面的 示例中使用了前缀(由下画线开始)来指定utf8字符集，还使用了 COLLATE子句指定了 使用二进制校对规则：

mysql> **SELECT \_utf8 ,hello world\* COLLATE utf8.bin;**

+ +

I \_utf8 'hello world' COLLATE utf8\_bin |

+ +

I hello world |

+ +

一些特殊情况

MySQL的字符集行为中还是有一些隐藏的“惊喜”的。下面列举了一些需要注意的地方：

诡异的 character set database

character set database设置的默认值和默认数据库的设置相同。当改变默认数据 库的时候，这个变量也会跟着变。所以当连接到MySQL实例上又没有指定要使用 的数据库时，默认值会和character\_set\_server相同。

LOAD DATA INFILE

当使用LOAD DATA INFILE的时候，数据库总是将文件中的字符按照字符集character, set\_database来解析。在MySQL 5.0和更新的版本中，可以在LOAD DATA INFILE 中使用子句CHARACTER SET来设定字符集，不过最好不要依赖这个设定。我们发现 指定字符集最好的方式是先使用USE指定数据库，再执行SET NAMES来设定字符集， 最后再加载数据。MySQL在加载数据的时候，总是以同样的字符集处理所有数据, 而不管表中的列是否有不同的字符集设定。

SELECT INTO OUTFILE

MySQL会将SELECT INTO OUTFILE的结果不做任何转码地写入文件。目前，除了使

注10 : coercibilityO函数的返回值。 译者注用函数CONVERT（）将所有的列都做一次转码外，还没有什么别的办法能够指定输出 的字符集。

嵌入式转义序列

MySQL会根据character set client的设置来解析转义序列，即使是字符串中包 含前缀或者COLLATE子句也一样。这是因为解析器在处理字符串中的转义字符时， 完全不关心校对规则一一对解析器来说，前缀并不是一个指令，它只是一个关键字 而已。

7.9.2选择字符集和校对规则

MySQL 4.1和之后的版本支持很多的字符集和校对规则，包括支持使用Unicode编码的 多字节UTF-8字符集（MySQL支持UTF-8的一个三字节子集，这几乎可以包含世界上 的所有字符集）。可以使用命令SHOW CHARACTERSET和SHOW COLLATION来查看MySQL 支持的字符集和校对规则。

极简原则

在一个数据库中使用多个不同的字符集是一件很让人头疼的事情，字符集之间的不 兼容问题会很难缠。有时候，一切都看起来正常，但是当某个特殊字符出现的时候， 所有类型的操作都可能会无法进行（例如多表之间的关联）。你可以使用ALTER TABLE命令将对应列转成相互兼容的字符集，还可以使用编码前缀和COLLATE子句 将对应的列值转成兼容的编码。

正确的方法是，最好先为服务器（或者数据库）选择一个合理的字符集。然后根据 不同的实际情况，让某些列选择合适的字符集。

对于校对规则通常需要考虑的一个问题是，是否以大小写敏感的方式比较字符串，或者 是以字符串编码的二进制值来比较大小。它们对应的校对规则的前缀分别是,cs. \_ci和 \_bin,根据需要很容易选择。大小写敏感和二进制校对规则的不同之处在于，二进制校 对规则直接使用字符的字节进行比较，而大小写敏感的校对规则在多字节字符集时，如 德语，有更复杂的比较规则。
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在显式设置字符集的时候，并不是必须同时指定字符集和校对规则的名字。如果缺失了 其中一个或者两个，MySQL会使用可能的默认值来进行填充。表7.2表示了 MySQL如 何选择字符集和校对规则。

表7-2： MySQL如何选择字符集和校对规则

用户设置

同时设置字符集和校对规则 仅设置字符集

仅设置校对规则

都未设置

返回结果的字符集

与用户设置相同

与用户设置相同

与校对规则对应的字符集相同

使用默认值

返回结果的校对规则

与用户设置相同

与字符集的默认校对规则相同

与用户设置相同

使用默认值

下面的命令展示了在创建数据库、表、列的时候如何显式地指定字符集和校对规则：

CREATE DATABASE d CHARSET latinl;

CREATE TABLE d.t( coll CHAR(l),

\* C012 CHAR(l) CHARSET utf8,

col3 CHAR(l) COLLATE latinl\_bin

)DEFAULT CHARSET=cpl251； ~

这个表最后的字符集和校对规则如下:

mysql> **SHOW FULL COLUMNS FROM d・t;**

+ + + +

|Field | Type | Collation |

+ + + +

|coll | char(l) | cpl251\_general\_ci |

|col2 I char(l) | utf8\_general\_ci |

|col3 I char(l) | latinl\_bin |

+ + + +

7.9.3字符集和校对规则如何影响查询

某些字符集和校对规则可能会需要更多的CPU操作，可能会消耗更多的内存和存储空间，

甚至还会影响索引的正常使用。所以在选择字符集的时候，也有一些需要注意的地方。

不同的字符集和校对规则之间的转换可能会带来额外的系统开销。例如，数据表

sakila.film在列title ±有索引，可以加速下面的ORDER BY查询：

|~303>

**mysql> EXPLAIN SELECT title, release\_year FROM sakila.film ORDER BY title\G**

id: 1

select\_type: SIMPLE

table: film

type: index

possible\_keys: NULL

key: idx\_title key\_len: 767 \_ref: NULL rows: 953

Extra: 只有排序查询要求的字符集与服务器数据的字符集相同的时候，才能使用索引进行排序。 索引根据数据列的校对规则注"进行排序，这里使用的是utf8\_general\_cio如果希望使 用别的校对规则进行排序，那么MySQL就需要使用文件排序：

mysql> EXPLAIN SELECT title, release\_year

-> FROM sakila.film ORDER BY title COLLATE utf8\_bin\G \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| id | 1 |
| select type table type possible\_keys key key len "ref rows Extra | SIMPLE film ALL NULL NULL NULL NULL 953  **Using filesort** |

为了能够适应各种字符集，包括客户端字符集、在査询中显式指定的字符集，MySQL 会在需要的时候进行字符集转换。例如，当使用两个字符集不同的列来关联两个表的时 候，MySQL会尝试转换其中一个列的字符集。这和在数据列外面封装一个函数一样， 会让MySQL无法使用这个列上的索引。如果你不确定MySQL内部是否做了这种转换， 可以在EXPLAIN EXTENDED后使用SHOW WARNINGS来査看MySQL是如何处理的。从输出 中可以看到查询中使用的字符集，也可以看出MySQL是否做了字符集转换操作。

UTF-8是一种多字节编码，它存储一个字符会使用变长的字节数(一到三个字节)。在 MySQL内部，通常使用一个定长的空间来存储字符串，再进行相关操作，这样做的 目的是希望总是保证缓存中有足够的空间来存储字符串。例如，一个编码是UTF・8的 CHAR(10)需要30个字节，即使最终存储的时候没有存储任何“多字节”字符也是一样。 变长的字段类型(VARCHAR TEXT)存储在磁盘上时不会有这个困扰，但当它存储在临时 表中用来处理或者排序时，也总是会分配最大可能的长度。

在多字节字膺集中，一个字符不再是一个字节。所以，在MySQL中有两个函数＜30 LENGTH()和CHAR\_LENGTH()来计算字符串的长度，在多字节字符集中，这两个函数的返 回结果会不同。如果使用的是多字节字符集，那么确保在统计字符集的时候使用CHAR\_ LENGTH()O (例如需要做SUBSTRING()操作的时候)。其实，在应用程序中也同样要注意 多字节字符集的这个问题。

另一个“惊喜”可能是关于索引限制方面的。如果要索引一个UTF-8字符集的列， MySQL会假设每一个字符都是三个字节，所以最长索引前缀的限制一下缩短到原来的 三分之一了：

注**11** ：即排序规则。——译者注

mysql> **CREATE TABLE big\_string（str VARCHAR（5**。。）, **KEY（str）） DEFAULT CHARSET=utf8;**

Query OK, o rows affected, 1 warning （O.O6 sec） mysql> **SHOW WARNINGS;**

+ + + +

I Level I Code | Message |

+ + + +

I Warning | 1071 | Specified key was too long; max key length is 999 bytes |

+ + + +

注意到，MySQL的索引前缀自动缩短到333个字符了：

mysql> **SHOW CREATE TABLE big\_string\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* rg \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Table: big\_string

Create Table: CREATE TABLE 'big\_string' （

'str' varchar（500） default NULL,

KEY 'str' （'str'（333）） ）ENGINE=MyISAM DEFAULT CHARSET=utf8

如果你不注意警告信息也没有再重新检査表的定义，可能不会注意到这里仅仅是在该列 的前缀上建立了索引。这会对MySQL使用索引有一些影响，例如无法使用索引覆盖扫描。

也有人建议，直接使用UTF-8字符集，“整个世界都清净了”。不过从性能的角度来看 这不是一个好主意。根据存储的数据，很多应用无须使用UTF-8字符集，如果坚持使用 UTF-8,只会消耗更多的磁盘空间。

在考虑使用什么字符集的时候，需要根据存储的具体内存来决定。例如，存储的内容 主要是英文字符，那么即使使用UTF-8也不会消耗太多的存储空间，因为英文字符在

UTF-8字符集中仍然使用一个字节。但如果需要存储一些非拉丁语系的字符，如俄语、 阿拉伯语，那么区别会很大。如果应用中只需要存储阿拉伯语，那么可以使用cpl256 字符集，这个字符集可以用一个字节表示所有的阿拉伯语字符。如果还需要存储别的语 言，那么就应该使用UTF-8T,这时相同的阿拉伯语字符会消耗更多的空间。类似地， 当从某个具体的语种编码转换成UTF-8时，存储空间的使用会相应增加。如果使用的是 InnoDB表，那么字符集的改变可能导致数据的大小超过可以在页内存储的临界值，需 要保存在额外的外部存储区，这会导致很严重的空间浪费，还会带来很多空间碎片。•

[» 有时候根本不需要使用任何的字符集。通常只有在做大小写无关的比较、排序、字符串 操作（例如SUBSTRING（）的时候才需要使用字符集。如果你的数据库不关心字符集，那 么可以直接将所有的东西存储到二进制列中，包括UTF-8编码数据也可以存储在其中。 这么做，可能还需要一个列记录字符的编码集。虽然很多人一直都是这么用的，但还是 有不少事项需要注意。这会导致很多难以排査的错误，例如，忘记了多个字节才是一个 字符时，还继续使用SUBSTRING()和LENGTH。做字符串操作，就会出错。如果可能，我 们建议尽量不要这样做。

7.10全文索引

通过数值比较、范围过滤等就可以完成绝大多数我们需要的査询了。但是，如果你希望 通过关键字的匹配来进行查询过滤，那么就需要基于相似度的查询，而不是原来的精确 数值比较。全文索引就是为这种场景设计的。

全文索引有着自己独特的语法。没有索引也可以工作，如果有索引效率会更高。用于全 文搜索的索引有着独特的结构，帮助这类査询找到匹配某些关键字的记录。

你可能没有在意过全文索引，不过至少应该对一种全文索引技术比较熟悉：互联网搜索 引擎。虽然这类搜索引擎的索引对象是超大量的数据，并且通常其背后都不是关系型数 据库，不过全文索引的基本原理都是一样的。

全文索引可以支持各种字符内容的搜索(包括CHAR、VARCHAR和TEXT类型)，也支持自 然语言搜索和布尔搜索。在MySQL中全文索引有很多的限制注％其实现也很复杂，但 是因为它是MySQL内置的功能，而且满足很多基本的搜索需求，所以它的应用仍然非 常广泛。本章我们将介绍如何使用全文索引，以及如何为应用设计更高性能的全文索引。

在本书编写时，在标准的MySQL中，只有MylSAM引擎支持全文索引。不过在还没有 正式发布的MySQL 5.6中，InnoDB已经实验性质地支持全文索引了。除此，还有第三 方的存储引擎，如Groonga,也支持全文索引。

事实上，MylSAM对全文索引的支持有很多的限制，例如表级别锁对性能的影响、数据 文件的崩溃、崩溃后的恢复等，这使得MylSAM的全文索引对于很多应用场景并不合适。 所以，多数情况下我们建议使用别的解决方案，例如Sphinx、Lucene、Solr. Groonga.

Xapian或者Senna,再或者可以等MySQL 5.6版本正式发布后，直接使用InnoDB的全 <306 | 文索引。如果MylSAM的全文索引确实能满足应用的需求，那么可以继续阅读本节。

MylSAM的全文索引作用对象是一个“全文集合”，这可能是某个数据表的一列，也可 能君多个列。具体的，对数据表的某一条记录，MySQL会将需要索引的列全部拼接成

一车字符串，然后进行索引。

注12：在MySQL 5.1中，可以使用全文解析器插件来扩展全文索引的功能。不过，MySQL的全文索引 本身还是有很多限制的，可能导致无法在你的应用场景中使用。我们将在附录F中介绍如何将 Sphinx作为一个MySQL内部技索引擎来使用。

MylSAM的全文索引是一类特殊的B-Tree索引，共有两层。第一层是所有关键字，然 后对于每一个关键字的第二层，包含的是一组相关的“文档指针”。全文索引不会索引 文档对象中的所有词语，它会根据如下规则过滤一些词语：

* 停用词列表中的词都不会被索引。默认的停用词根据通用英语的使用来设置，可以 使用参数ft\_stopword\_file指定一组外部文件来使用自定义的停用词。
* 对于长度大于ft\_min\_word\_len的词语和长度小于ft\_max\_word\_len的词语，都不 会被索引。

全文索引并不会存储关键字具体匹配在哪一列，如果需要根据不同的列来进行组合查询, 那么不需要针对每一列来建立多个这类索引。

这也意味着不能在MATCH AGAINST子句中指定哪个列的相关性更重要。通常构建一个网 站的搜索引擎是需要这样的功能，例如，你可能希望优先捜索出那些在标题中出现过的 文档对象。如果需要这样的功能，则需要编写更复杂的査询语句。（后面将会为大家展 示如何实现。）

7.10.1自然语言的全文索引

自然语言捜索引擎将计算每一个文档对象和査询的相关度。这里，相关度是基于匹配的 关键词个数，以及关键词在文档中出现的次数。在整个索引中出现次数越少的词语，匹 配时的相关度就越高。相反，非常常见的单词将不会搜索，即使不在停用词列表中出 现，如果一个词语在超过50%的记录中都出现了，那么自然语言捜索将不会搜索这类词 i五 注13 全文索引的语法和普通査询略有不同。可以根据WHERE子句中的MATCH AGAINST来区分

査询是否使用全文索引。我们来看一个示例。在标准的数据库Sakila中，数据表

text在字段title和description上建立了全文索引：

mysql> **SHOW INDEX FROM sakila.film\_text;**

[107>

+ + + + +

| Table | Key\_name | Column\_name | Index^type |

+ + + + +

j film\_text | idx\_title\_description | title | FULLTEXT |

I film\_text j idx\_title\_description | description | FULLTEXT |

+ + + + +

注13 :在测试使用时的一个常见错误就是，只是用很小的数据集合进行全文索引，所以总是无法返回结果。 原因在于，每个搜索关键词都可能在一半以上的记录里面出现过。

下面是一个使用自然语言捜索的査询：

mysql> **SELECT filmjd, title, RIGHT (description, 25),**

**-> MATCH(title, description) AGAINST('factory casualties') AS relevance**

**-> FROM sakila.film\_text**

**-> WHERE MATCH(title, description) AGAINST('factory casualties\*);**

+ + + + +

| I title | RIGHT(description, 25) | relevance |

+ + + + +

831 | SPIRITED CASUALTIES | a Car in A Baloon Factory | 8.4692449569702 |

126 I CASUALTIES ENCINO | Face a Boy in A Monastery | 5.2615661621094 |

193 I CROSSROADS CASUALTIES | a Composer in The Outback | 5.2072987556458 |

369 I GOODFELLAS SALUTE | d Cow in A Baloon.Factory | 3.1522686481476 |

451 I IGBY MAKER | a Dog in A Baloon Factory | 3.1522686481476 |

MySQL将搜索词语分成两个独立的关键词进行搜索，搜索在title和description字 段组成的全文索引上进行。注意，只有一条记录同时包含全部的两个关键词，有三个查 询结果只包含关键字"casualties”(这是整个表中仅有的三条包含该关键词的记录)，这三 个结果都在结果列表的前面。这是因为査询结果是根据与关键词的相似度来进行排序的。

*'、*

和普通査询不同，这类査询自动按照相似度进行排序。在使用全文索引进行排序的 **| j** 时候，**MySQL**无法再使用索引排序。所以如果不想使用文件排序的话，那么就不

**LJ—4?\***要在査询中使用**ORDER BY**子句。

从上面的示例可以看到，函数MATCH ()将返回关键词匹配的相关度，是一个浮点数 字。你可以根据相关度进行匹配，或者将此直接展现给用户。在一个查询中使用两次 MATCH()函数并不会有额外的消耗，MySQL会自动识别并只进行一次搜索。不过，如果 你将MATCH()函数放到ORDER BY子句中，MySQL将会使用文件排序。

在MATCH()函数中指定的列必须和在全文索引中指定的列完全相同，否则就无法使用全 文索引。这是因为全文索引不会记录关键字是来自哪一列的。

这也意味着无法使用全文索引来査询某个关键字是否在某一列中存在。这里介绍一个绕 过该问题的办法：根据关键词在多个不同列的全文索引上的相关度来算出排名值，然后 <3® 依此来排序。我们可以在某一列上加上如下索引：

mysql> **ALTER TABLE film\_text ADD FULLTEXT KEY(title);**

这样，我们可以将title匹配乘以2来提高它的相似度的权重：

mysql> **SELECT filmed, RIGHT (description, 25),**

**-> ROUND(MATCH(title, description) AGAINST('factory casualties')> 3) -> AS full\_rel,**

**-> ROUND(MATCH(title) AGAINST('factory casualties'), 3) AS title\_rel -> FROM sakila.film\_text**

**-> WHERE MATCH(title, description) AGAINST(\*factory casualties') -> ORDER BY (2 \* MATCH(title) AGAINST('factory casualties'))**

**-> + MATCH(title, description) AGAINST('factory casualties') DESC;**

+ + + + +

| film\_id | RIGHT(description, 25) | full\_rel | title\_rel |

+ + --+ + +

| 831 | a Car in A Baloon Factory | 8.469 | 5.676 |

I 126 I Face a Boy in A Monastery | 5.262 | 5.676 |

I 299 I jack in The Sahara Desert | 3.056 | 6.751 |

I 193 I a Composer in The Outback | 5.207 | 5.676 |

I 369 i d Cow in A Baloon Factory | 3.152 | 0.000 |

I 451 I a Dog in A Baloon Factory | 3.152 j 0.000 |

I 595 I a Cat in A Baloon Factory | 3.152 | 0.000 |

I 649 j nizer in A Baloon Factory | 3.152 | 0.000 |

因为上面的査询需要做文件排序，所以这并不是一个高效的做法。

7.10.2布尔全文索引

在布尔搜索中，用户可以在查询中自定义某个被搜索的词语的相关性。布尔搜索通过停 用词列表过滤掉那些“噪声”词，除此之外，布尔搜索还要求搜索关键词长度必须大于 **ft\_min\_word\_len,**同时小于**ft\_max\_word\_len**14o搜索返回的结果是未经排序的。

当编写一个布尔搜索查询时，可以通过一些前缀修饰符来定制搜索。表**7.3**列出了最常 用的修饰符。

表**7・3：**布尔全文索引通用修饰符

**Example dinosaur**

**-dinosaur**

**+dinosaur**

**[~309> -dinosaur  
dino\***

**Meaning**

包含**“dinosaur”**的行**rank**值更高

包含**“dinosaur”**的行**rank**值更低

行记录必须包含**“dinosaur”**

行记录不可以包含**"dinosaur"**

包含以**udinoM**开头的单词的行**rank**值更高

还可以使用其他的操作,例如使用括号分组。基于此，就可以构造出一些复杂的搜索査询。 还是继续用**sakila.film\_text**来举例，现在我们需要搜索既包含词**"factory”**又包含 **“casualties”**的记录。在前面，我们已经使用自然语言搜索查询实现找到这两个词中的

注14：事实上，全文索引根本不会对太短或者太长的词语进行索引，但是这里说的不是一回事。一般地， MySQL本身并不会因为搜索关键词过长或过短而忽略这些词语，但是查询优化器的某些部分却可 能这样做。

任何一个的SQL写法。使用布尔搜索査询，我们可以指定返回结果必须同时包含“factory” 和 “casualties” :

**mysql> SELECT film\_id, title, RIGHT(description, 25)**

**-> FROM sakila.fiim\_text**

**-> WHERE MATCH(title, description)**

**-> AGAINST('+factory +casualties\* IN BOOLEAN MODE);**

+ + + +

| film\_id | title | RIGHT(description, 25) |

+ + + +

| 831 | SPIRITED CASUALTIES | a Car in A Baloon Factory |

+ + + +

査询中还可以使用括号进行“短语搜索”，让返回结果精确匹配指定的短语：

mysql> **SELECT film\_id, title, RICHT(description, 25)**

**-> FROM sakila.film\_text**

**-> WHERE MATCH(title, description)**

**-> ACAINSTC"spirited casualties'" IN BOOLEAN MODE);**

+ + + +

I film\_id I title | RIGHT(description, 25) |

+ + + +

I 831 I SPIRITED CASUALTIES | a Car in A Baloon Factory |

+ + —+ +

短语搜索的速度会比较慢。只使用全文索引是无法判断是否精确匹配短语的，通常还需 要查询原文确定记录中是否包含完整的短语。由于需要进行回表过滤，所以速度会很慢。

要完成上面的查询,MySQL需要先从索引中找出所有同时包含“spirited”和“casualties” 的索引条目，然后取出这些记录再判断是否是精确匹配短语。因为这个操作会先从索引 中过滤出一些记录，所以通常认为这样做的速度是很快的——比LIKE操作要快很多。 事实上，这样做的确很快，但是搜索的关键词不能是太常见的词语。如果搜索的关键词 太常见，因为前一步的过滤会返回太多的记录需要判断，因此LIKE操作反而更快。这种 情况下LIKE操作是完全的顺序读，相比索引返回值的随机读，会快很多。

只有MylSAM引擎才能使用布尔全文索引，但并不是一定要有全文索引才能使用布尔全 饲］ 文搜索。当没有全文索引的时候，MySQL就通过全表扫描来实现。所以，你甚至还可 以在多表上使用布尔全文索引，例如在一个关联结果上进行。只不过，因为是全表扫描， 速度可能会很慢。

7.10.3 MySQL 5.1中全文索引的变化

在MySQL 5.1中引入了一些和全文索引相关的改进，包括一些性能上的提升和新增插件 式的解析，通过此用户可以自己定制增强搜索功能。例如，插件可以改变索引文本的方 式。可以用更灵活的方式进行分词(例如，可以指定C++作为一个单独的词语)、预处理、 可以对不同的文档类型进行索引（如PDF）,还可以做一些自定义的词干规则。插件还 可以直接影响全文搜索的工作方式——例如，直接使用词干进行捜索。

7.10.4全文索引的限制和替代方案

MySQL的全文索引实现有很多的设计本身带来的限制。在某些场景下这些限制是致命 的，不过也有很多办法绕过这些限制。

例如，MySQL全文索引中只有一种判断相关性的方法：词频。索引也不会记录索引词 在字符串中的位置，所以位置也就无法用在相关性上。虽然大多数情况下，尤其是数据 量很小的时候，这些限制都不会影响使用，但也可能不是你所想要的。而且MySQL的 全文索引也没有提供其他可选的相关性排序算法。（它无法存储基于相对位置的相关性 排序数据。）

数据量的大小也是一个问题。MySQL的全文索引只有全部在内存中的时候，性能才非 常好。如果内存无法装载全部索引，那么搜索速度可能会非常慢，当你使用精确短语搜 索时，想要好的性能，数据和索引都需要在内存中。相比其他的索引类型，当INSERT、 UPDATE和DELETE操作进行时，全文索引的操作代价都很大：

* 修改一段文本中的100个单词，需要100次索引操作，而不是一次。
* 一般来说列长度并不会太影响其他的索引类型，但是如果是全文索引，三个单词的 文本和10 000个单词的文本，性能可能会相差几个数量级。
* 全文索引会有更多的碎片，可能需要做更多的0PTIMIZE TABLE操作。

全文索引还会影响查询优化器的工作。索引选择、WHERE子句、ORDER BY都有可能不是 按照你所预想的方式来工作：

FW> • 如果査询中使用了 MATCH AGAINST子句，而对应列上又有可用的全文索引，那么 MySQL就一定会使用这个全文索引。这时，即使有其他的索引可以使用，MySQL 也不会去比较到底哪个索引的性能更好。所以，即使这时有更合适的索引可以使用, MySQL仍然会置之不理。

* 全文索引只能用作全文搜索匹配。任何其他操作，如WHERE条件比较，都必须在 MySQL完成全文搜索返回记录后才能进行。这和其他普通索引不同，例如，在处理 WHERE条件时，MySQL可以使用普通索引一次判断多个比较表达式。
* 全文索引不存储索引列的实际值。也就不可能用作索引覆盖扫描。
* 除了相关性排序，全文索引不能用作其他的排序。如果查询需要做相关性以外的排 序操作，都需要使用文件排序。

让我们看看这些限制如何影响査询语句。来看一个例子，假设有一百万个文档记录，在 文档的作者author字段上有一个普通的索引，在文档内容字段content上有全文索引。 现在我们要搜索作者是123,文档中又包含特定词语的文档。很多人可能会按照下面的 方式来写査询语句:

... WHERE MATCH(content) AGAINST ('High Performance MySQL')

AND author = 123；

而实际上，这样做的效率非常低。因为这里使用了 MATCH AGAINST,而且恰好上面有全 文索引，所以MySQL优先选择使用全文索引，即先搜索所有的文档，査找是否有包含 关键词的文档，然后返回记录看看作者是否是123。所以这里也就没有使用author字段 上的索引。

一个替代方案是将author列包含到全文索引中。可以在author列的值前面附上一个不常 见的前缀，然后将这个带前缀的值存放到一个单独的filters列中，并单独维护该列(也 许可以使用触发器来做维护工作)。

这样就可以扩展全文索引，使其包含filters列，上面的査询就可以改写为：

... WHERE MATCH(content, filters)

AGAINST ('High Performance MySQL +author\_id\_1231 IN BOOLEAN MODE);

这个案例中，如果author列的选择性非常高，那么MySQL能够根据作者信息很快地将 需要过滤的文档记录限制在一个很小的范围内，这个査询的效率也就会非常好。如果 author列的选择性很低，那么这个替代方案的效率会比前面那个更糟，所以使用的时候 要谨慎。

全文索引有时候还可以实现一些简单的“边框”搜索。例如，希望搜索某个坐标范围 时，将坐标按某种方式转换成文本再进行全文索引。假设某条记录的坐标为X=123和 Y=456。可以按照这样的方式交错存储坐标:XY142536,然后对此进行全文索引。这时， 希望査询某矩形 一X取值100至199, Y取值400至499——范围时，可以在查询直 接搜索"+XY14\*”。这比使用WHERE条件过滤的效率要高很多。
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全文索引的另一个常用技巧是缓存全文索引返回的主键值，这在分页显示的时候经常使 用。当应用程序真的需要输出结果时，才通过主键值将所有需要的数据返回。这个査询 就可以自由地使用其他索引、或者自由地关联其他表。

虽然只有MylSAM表支持全文索引，但是如果仍然希望使用InnoDB或其他引擎，可以 将原表复制到一个备库，再将备库上的表改成MylSAM并建上相应的全文索引。如果不 希望在另一个服务器上完成查询，还可以对表进行垂直拆分，将需要索引的列放到一个

单独的MylSAM表中。

将需要索引的列额外地冗余在另一个MylSAM表中也是一个办法。在测试库中sakila. film\_text就是使用这个策略，这里使用触发器来维护这个表的数据。最后，你还可以使 用一个包含内置全文索引的引擎，如Lucene或者Sphinx0更多关于Shpinx的内容请参 考附录F。

因为使用全文索引的时候，通常会返回大量结果并产生大量随机I/O,如果和GROUP BY 一起使用的话，还需要通过临时表或者文件排序进行分组，性能会非常非常糟糕。这类 査询通常只是希望査询分组后的前几名结果，所以一个有效的优化方法是对结果集进行 抽样而不是精确计算。例如，仅査询前面的1 000条记录，进行分组并返回前几名的结果。

7.10.5全文索引的配置和优化

全文索引的日常维护通常能够大大提升性能。“双B.Tree”的特殊结构、在某些文档中 比其他文档要包含多得多的关键字，这都使得全文索引比起普通索引有更多的碎片问题。 所以需要经常使用0PTIMIZE TABLE来减少碎片。如果应用是I/O密集型的，那么定期地 进行全文索引重建可以让性能提升很多。

如果希望全文索引能够高效地工作，还需要保证索引缓存足够大，从而保证所有的全文 索引都能够缓存在内存中。通常，可以为全文索引设置单独的键缓存(Key cache)，保 证不会被其他的索引缓存挤出内存。键缓存的配置和使用可以参考第8章。

提供一个好的停用词表也很重要。默认的停用词表对常用英语来说可能还不错，但是 如果是其他语言或者某些专业文档就不合适了，例如技术文档。例如，若要索引一批 国〉MySQL相关的文档，那么最好将mysql放入停用词表，因为在这类文档中，这个词会 出现得非常频繁。

忽略一些太短的单词也可以提升全文索引的效率。索引单词的最小长度可以通过参数 ft\_min\_word\_len配置。修改该参数可以过滤更多的单词，让查询速度更快，但是也会 降低精确度。还需要注意一些特殊的场景，有时确实需要索引某些非常短的词语。例如， 对一个电子消费品文档进行索引，除非我们允许对很短的单词进行索引，否则搜索“cd player”可能会返回大量的结果。因为单词“cd”比默认允许的最短长度4还要小，所 以这里只会对“Player”进行搜索，而通常搜索“cd player”的客户，其实对MP3或者 DVD播放器并不感兴趣。

停用词表和允许最小词长都可以通过减少索引词语来提升全文索引的效率，但是同时也 会降低捜索的精确度。这需要根据实际的应用场景找到合适的平衡点。如果你希望同时 获得好的性能和好的搜索质量，那么需要自己定制这些参数。一个好的办法是通过日志

系统来研究用户的搜索行为，看看一些异常的査询，包括没有结果返回的查询或者返回 过多结果的用户査询。通过这些用户行为和被搜索的内容来判断应该如何调整索引策略。

「孫］需要注意，当调整“允许最小词长”后，需要通过**OPTIMIZE TABLE**来重建索引才会

:生效。另一个参数**ft\_max\_word\_len**和该参数行为类似，它限制了允许索引的最大 〔\_2£安‘词长。

当向一个有全文索引的表中导入大量数据的时候，最好先通过命令DISABLE KEYS来禁用 全文索引，然后在导入结束后使用ENABLE KYES来建立全文索引。因为全文索引的更新 是一个消耗很大的操作，所以上面的细节会帮你节省大量时间。另外，这样还顺便为全 文索引做了一次碎片整理工作。

如果数据集特别大，则需要对数据进行手动分区，然后将数据分布到不同的节点，再做 并行的搜索。这是一个复杂的工作，最好通过一些外部的搜索引擎来实现，如**Lucene**或 者**Sphinxo**我们的经验显示这样做性能会有指数级的提升。

7.11分布式（XA）事务

存储引擎的事务特性能够保证在存储引擎级别实现ACID （参考前面介绍的“事务”）， 而分布式事务则让存储引擎级别的ACID可以扩展到数据库层面，甚至可以扩展到多个 数据库之间一一这需要通过两阶段提交实现。MySQL 5.0和更新版本的数据库已经开始〈皿 支持XA事务了。

XA事务中需要有一个事务协调器来保证所有的事务参与者都完成了准备工作（第一阶 段）。如果协调器收到所有的参与者都准备好的消息，就会告诉所有的事务可以提交了， 这是第二阶段。MySQL在这个XA事务过程中扮演一个参与者的角色，而不是协调者。

实际上，在MySQL中有两种XA事务。一方面，MySQL可以参与到外部的分布式事务 中；另一方面，还可以通过XA事务来协调存储引擎和二进制日志。

7.11.1内部XA事务

MySQL本身的插件式架构导致在其内部需要使用XA事务。MySQL中各个存储引擎是 完全独立的，彼此不知道对方的存在，所以一个跨存储引擎的事务就需要一个外部的协 调者。如果不使用XA协议，例如，跨存储引擎的事务提交就只是顺序地要求每个存储 引擎各自提交。如果在某个存储提交过程中发生系统崩溃，就会破坏事务的特性（要么 就全部提交，要么就不做任何操作）。

如果将MySQL记录的二进制日志操作看作一个独立的“存储引擎”，就不难理解为什么 即使是一个存储引擎参与的事务仍然需要XA事务了。在存储引擎提交的同时，需要将 “提交”的信息写入二进制日志，这就是一个分布式事务，只不过二进制日志的参与者 是MySQL本身。

XA事务为MySQL带来巨大的性能下降。从MySQL 5.0开始，它破坏了 MySQL内部的“批 量提交”(一种通过单磁盘I/O操作完成多个事务提交的技术)，使得MySQL不得不进 行多次额外的fsync()调用注七 具体的，一个事务如果开启了二进制日志，则不仅需要 对二进制日志进行持久化操作JnnoDB事务日志还需要两次日志持久化操作。换句话说, 如果希望有二进制日志安全的事务实现，则至少需要做三次fsync()操作。唯一避免这 个问题的办法就是关闭二进制日志，并将innodb support xa设置为0ttl6o

但这样的设置是非常不安全的，而且这会导致MySQL复制也没法正常工作。复制需 要二进制日志和XA事务的支持，另外一一如果希望数据尽可能安全——最好还要将 sync\_binlog设置成1,这时存储引擎和二进制日志才是真正同步的。(否则，XA事务 支持就没有意义了，因为事务提交了二进制日志却可能没有“提交”到磁盘。)这也是为什 么我们强烈建议使用带电池保护的RAID卡写缓存：这个缓存可以大大加快fsync()操作 的效率。

下一章我们将更进一步地介绍如何配置事务日志和二进制日志。

7.11.2外部XA事务

MySQL能够作为参与者完成一个外部的分布式事务。但它对XA协议支持并不完整，例 如，XA协议要求在一个事务中的多个连接可以做关联，但目前的MySQL版本还不能 支持。

因为通信延迟和参与者本身可能失败，所以外部XA事务比内部消耗会更大。如果在广 域网中使用XA事务，通常会因为不可预测的网络性能导致事务失败。如果有太多不可 控因素，例如，不稳定的网络通信或者用户长时间地等待而不提交，则最好避免使用 XA事务。任何可能让事务提交发生延迟的操作代价都很大，因为它影响的不仅仅是自 己本身，它还会让所有参与者都在等待。

通常，还可以使用别的方式实现高性能的分布式事务。例如，可以在本地写入数据，并

注15：在撰写本书的时候，“批量提交”的问题已经有了很多解决方案，其中至少有三种是很优秀的。还 需要进一步观察到底MySQL官方会采用哪一种，到底到哪个版本MySQL才会合并到源码。目前, 使用MariaDB和Percona Server就可以避免这个问题。

注16 : 一个常见的误区是认为innodb\_support\_xa X有在需要XA事务时才需要打开。这是错误的：该 参数还会控制MyQSL内部存福引擎和二进制日志之间的分布式事务。如果你真正关心你的数据, 你需要将这个参数打开。 将其放入队列，然后在一个更小、更快的事务中自动分发。还可以使用MySQL本身的 复制机制来发送数据。我们看到很多应用程序都可以完全避免使用分布式事务。

也就是说，XA事务是一种在多个服务器之间同步数据的方法。如果由于某些原因不能 使用MySQL本身的复制，或者性能并不是瓶颈的时候，’可以尝试使用。

7.12査询缓存

很多数据库产品都能够缓存査询的执行计划，对于相同类型的SQL就可以跳过SQL解 析和执行计划生成阶段。MySQL在某些场景下也可以实现，但是MySQL还有另一种不 同的缓存类型：缓存完整的SELECT査询结果，也就是“査询缓存”。本节将详细介绍这 类缓存。

MySQL査询缓存保存査询返回的完整结果。当査询命中该缓存,MySQL会立刻返回结果， 跳过了解析、优化和执行阶段。

查询缓存系统会跟踪査询中涉及的每个表，如果这些表发生变化，那么和这个表相关的 <313 所有的缓存数据都将失效。这种机制效率看起来比较低，因为数据表变化时很有可能对 应的査询结果并没有变更，但是这种简单实现代价很小，而这点对于一个非常繁忙的系 统来说非常重要。

査询缓存对应用程序是完全透明的。应用程序无须关心MySQL是通过査询缓存返回的 结果还是实际执行返回的结果。事实上，这两种方式执行的结果是完全相同的。换句话说， 查询缓存无须使用任何语法。无论是MySQL开启或关闭査询缓存，对应用程序都是透 明的注七

随着现在的通用服务器越来越强大，査询缓存被发现是一个影响服务器扩展性的因素。 它可能成为整个服务器的资源竞争单点，在多核服务器上还可能导致服务器僵死。后面 我们将详细介绍如何配合査询缓存，但是很多时候我们还是认为应该默认关闭査询缓存， 如果査询缓存作用很大的话，那就配置一个很小的査询缓存空间（如几十兆）。后面我 们将解释如何判断在你的系统压力下打开查询缓存是否有好处。

7.12.1 MySQL如何判断缓存命中

MySQL判断缓存命中的方法很简单：缓存存放在一个引用表中，通过一个哈希值引用， 这个哈希值包括了如下因素，即査询本身、当前要査询的数据库、客户端协议的版本等

注17 :有一种方式查询缓存可能和原生的SQL工作方式有所不同：默认的，当要查询的表被LOCK TABLES锁住时，查询仍然可以通过查询缓存返回数据。你可以通过参数query\_cache\_wlock\_ invalidate 开或者关闭这种行为。

一些其他可能会影响返回结果的信息。

当判断缓存是否命中时，MySQL不会解析、“正规化”或者参数化查询语句，而是直接 使用SQL语句和客户端发送过来的其他原始信息。任何字符上的不同，例如空格、注 释——任何的不同一都会导致缓存的不命中。注拘所以在编写SQL语句的时候，需要 特别注意这点。通常使用统一的编码规则是一个好的习惯，在这里这个好习惯会让你的 系统运行得更快。

当査询语句中有一些不确定的数据时，则不会被缓存。例如包含函数NOW()或者CURRENT, DATEO的查询不会被缓存。类似的，包含CURRENT\_USER或者CONNECTION\_ID()的查询 语句因为会根据不同的用户返回不同的结果，所以也不会被缓存。事实上，如果查询中 国〉包含任何用户自定义函数、存储函数、用户变量、临时表、mysql库中的系统表，或者 任何包含列级别权限的表，都不会被缓存。(如果想知道所有情况，建议阅读MySQL官 方手册。)

我们常听到：“如果査询中包含一个不确定的函数,MySQL则不会检査查询缓存”。这 个说法是不正确的。因为在检査査询缓存的时候，还没有解析SQL语句，所以MySQL 并不知道査询语句中是否包含这类函数。在检査査询缓存之前，MySQL只做一件事情， 就是通过一个大小写不敏感的检査看看SQL语句是不是以SEL开头。

准确的说法应该是:“如果査询语句中包含任何的不确定函数，那么在査询缓存中是不可 能找到缓存结果的”。因为即使之前刚刚执行了这样的查询，结果也不会放在查询缓存中。 MySQL在任何时候只要发现不能被缓存的部分，就会禁止这个査询被缓存。

所以，如果希望换成一个带日期的査询，那么最好将日期提前计算好，而不要直接使用 函数。例如：

... DATE\_SUB(CURRENT\_DATE, INTERVAL 1 DAY) - Not cacheable!

... DATe2sUB('2OO7-O7-14S INTERVAL 1 DAY) - Cacheable

因为査询缓存是在完整的SELECT语句基础上的，而且只是在刚收到SQL语句的时候 才检査，所以子査询和存储过程都没办法使用査询缓存。在MySQL 5.1之前的版本中， 绑定变量也无法使用査询缕存。

MySQL的査询缓存在很多时候可以提升査询性能，在使用的时候，有一些问题需要特 别注意。首先，打开査询缓存对读和写操作都会带来额外的消耗：

注18 ：对于这个规则，Percona Server是个例外。它会先将所有的注释语句删除，然后再比较查询语句是 否有缓存。这是一个通用的需求，这样可以在查询语句中带入更多的处理过程信息。前面第3章 我们介绍的MySQL监控系统就依赖于此。

* 读查询在开始之前必须先检査是否命中缓存。

•如果这个读查询可以被缓存，那么当完成执行后，MySQL若发现査询缓存中没有这 个査询，会将其结果存入査询缓存，这会带来额外的系统消耗。

* 这对写操作也会有影响，因为当向某个表写入数据的时候，MySQL必须将对应表的 所有缓存都设置失效。如果査询缓存非常大或者碎片很多，这个操作就可能会带来 很大系统消耗（设置了很多的内存给査询缓存用的时候）。

虽然如此，査询缓存仍然可能给系统带来性能提升。但是，如上所述，这些额外消耗也 可能不断增加，再加上对査询缓存操作是一个加锁排他操作，这个消耗可能不容小觑。

对InnoDB用户来说，事务的一些特性会限制査询缓存的使用。当一个语句在事务中修 改了某个表，MySQL会将这个表的对应的査询缓存都设置失效，而事实上，InnoDB的 多版本特性会暂时将这个修改对其他事务屏蔽。在这个事务提交之前，这个表的相关查 询是无法被缓存的，所以所有在这个表上面的査询一一内部或外部的事务——都只能在 该事务提交后才被缓存。因此，长时间运行的事务，会大大降低査询缓存的命中率。

如果査询缓存使用了很大量的内存，缓存失效操作就可能成为一个非常严重的问题瓶颈。 如果缓存中存放了大量的查询结果，那么缓存失效操作时整个系统都可能会僵死一会儿。 因为这个操作是靠一个全局锁操作保护的，所有需要做该操作的査询都要等待这个锁, 而且无论是检测是否命中缓存、还是缓存失效检测都需要等待这个全局锁。第3章中有 一个真实的案例，为大家展示査询缓存过大时带来的系统消耗。

7.12.2查询缓存如何使用内存

査询缓存是完全存储在内存中的，所以在配置和使用它之前，我们需要先了解它是如何 使用内存的。除了査询结果之外，需要缓存的还有很多别的维护相关的数据。这和文件 系统有些类似：需要一些内存专门用来确定哪些内存目前是可用的、哪些是已经用掉的、 哪些用来存储数据表和査询结果之前的映射、哪些用来存储查询字符串和査询结果。

这些基本的管理维护数据结构大概需要40KB的内存资源，除此之外，MySQL用于查询 缓存的内存被分成一个个的数据块，数据块是变长的。每一个数据块中，存储了自己的 类型、大小和存储的数据本身，还外加指向前一个和后一个数据块的指针。数据块的类 型有：存储査询结果、存储查询和数据表的映射、存储査询文本，等等。不同的存储块, 在内存使用上并没有什么不同，从用户角度来看无须区分它们。

当服务器启动的时候，它先初始化査询缓存需要的内存。这个内存池初始是一个完整的 空闲块。这个空闲块的大小就是你所配置的查询缓存大小再减去用于维护元数据的数据 结构所消耗的空间。

当有査询结果需要缓存的时候，MySQL先从大的空间块中申请一个数据块用于存储结 果。这个数据块需要大于参数query\_cache\_min\_res\_unit的配置，即使査询结果远远小 于此，仍需要至少申请query\_cache\_min\_res\_unit空间。因为需要在査询开始返回结果 的时候就分配空间，而此时是无法预知査询结果到底多大的，所以MySQL无法为每一 个査询结果精确分配大小恰好匹配的缓存空间。

因为需要先锁住空间块，然后找到合适大小数据块，所以相对来说，分配内存块是一个 非常慢的操作。MySQL尽量避免这个操作的次数。当需要缓存一个査询结果的时候, 它先选择一个尽可能小的内存块（也可能选择较大的，这里将不介绍细节），然后将结 果存入其中。如果数据块全部用完，但仍有剩余数据需要存储，那么MySQL会申请一 块新数据块一一仍然是尽可能小的数据块——继续存储结果数据。当査询完成时，如果 申请的内存空间还有剩余，MySQL会将其释放，并放入空闲内存部分。图7.3展示了这 个过程注V
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合并完成

初始状态

存储完成

结果存储

□缓存块 S已存储数据

图7・3：查询缓存如何分配内存来存储结果数据

我们上面说的“分配内存块”，并不是指通过函数mallocO向操作系统申请内存，这 个操作只在初次创建査询缓存的时候执行一次。这里“分配内存块”是指在空闲块列表 中找到一个合适的内存块，或者从正在使用的、待淘汰的内存块中回收再使用。也就是说,

注19：这里绘制的查询缓存内存分配图，仍然是一种简化的情况。MySQL实际管理查询缓存的方式比这 要更复杂。如果你想知道更多的细节，在源代码文件*sql/sql\_cache.cc*开头的注释中有非常详细的 解释。

这里MySQL自己管理一大块内存，而不依赖操作系统的内存管理。

至此，一切都看起来很简单。不过实际情况比图7.3要更复杂。例如，我们假设平均査 询结果非常小，服务器在并发地向不同的两个连接返回结果，返回完结果后MySQL回 收剩余数据块空间时会发现，回收的数据块小于query\_cache\_min\_res\_unit,所以不能 够直接在后续的内存块分配中使用。如果考虑到这种情况，数据块的分配就更复杂些， 如图7-4所示。
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图7-4:查询缓存中存储查询结果后剩余的碎片

在收缩第一个查询结果使用的缓存空间时，就会在第二个査询结果之间留下一个“空 隙” 个非常小的空闲空间，因为小于query\_cache\_min\_res\_unit而不能再次被查

询缓存使用。这类“空隙”我们称为“碎片”，这在内存管理、文件系统管理上都是经 典问题。有很多种情况都会导致碎片，例如缓存失效时，可能导致留下太小的数据块无 法在后续缓存中使用。

7.12.3什么情况下查询缓存能发挥作用

并不是什么情况下查询缓存都会提高系统性能的。缓存和失效都会带来额外的消耗，所 以只有当缓存带来的资源节约大于其本身的资源消耗时才会给系统带来性能提升。这跟 具体的服务器压力模型有关。

理论上，可以通过观察打开或者关闭査询缓存时候的系统效率来决定是否需要开启査询 缓存。关闭査询缓存时,每个査询都需要完整的执行，每一次写操作执行完成后立刻返回； 打开査询缓存时，每次读请求先检査缓存是否命中，如果命中则立刻返回，否则就完整 地执行査询，每次写操作则需要检查查询缓存中是否有需要失效的缓存，然后再返回。

这个过程还比较简单明了，但是要评估打开査询缓存是否能够带来性能提升却并不容易。 还有一些外部的因素需要考虑，例如，查询缓存可以降低查询执行的时间，但是却不能 减少査询结果传输的网络消耗，如果这个消耗是系统的主要瓶颈，那么査询缓存的作用 也很小。

亘＞ 因为MySQL在SHOW STATUS中只能提供一个全局的性能指标，所以很难根据此来判断 査询缓存是否能够提升性能注很多时候，全局平均不能反映实际情况。例如，打开查 询缓存可以使得一个很慢的査询变得非常快，但是也会让其他査询稍微慢一点点。有时 候如果能够让某些关键的査询速度更快，稍微降低一下其他査询的速度是值得的。不过， 这种情况我们推荐使用SQL\_CACHE来优化对查询缓存的使用。

对于那些需要消耗大量资源的査询通常都是非常适合缓存的。例如一些汇总计算查询， 具体的如COUNTO等。总地来说，对于复杂的SELECT语句都可以使用査询缓存，例如多 表JOIN后还需要做排序和分页，这类査询每次执行消耗都很大，但是返回的结果集却 很小，非常适合査询缓存。不过需要注意的是，涉及的表上UPDATE、DELETE和INSERT 操作相比SELECT来说要非常少才行。

一个判断查询缓存是否有效的直接数据是命中率，就是使用査询缓存返回结果占总查询 的比率。当MySQL接收到一个SELECT查询的时候，要么增加Qcache\_hits的值，要 么增加Com\_select的值。所以査询缓存命中率可以由如下公式计算：Qcache\_hits/ (Qcache\_hits+Com\_select)o

不过，査询缓存命中率是一个很难判断的数值。命中率多大才是好的命中率？具体情况 要具体分析。只要査询缓存带来的效率提升大于査询缓存带来的额外消耗，即使30%命 中率对系统性能提升也而很大好处。另外，缓存了哪些査询也很重要，例如，被缓存的 査询本身消耗非常巨大，那么即使缓存命中率非常低，也仍然会对系统性能提升有好处。 所以，没有一个简单的规则可以判断査询缓存是否对系统有好处。

任何SELECT语句没有从查询缓存中返回都称为“缓存未命中”。缓存未命中可能有如下 几种原因：

• 查询语句无法被缓存，可能是因为查询中包含一个不确定的函数(如CURRENT,

注20 : Percona和MariaDB对MySQL慢日志进行了改进，会记录慢日志中的查询是否命中查询缓存。

DATA）,或者査询结果太大而无法缓存。这都会导致状态值Qcache\_not\_cached增加。

* MySQL从未处理这个查询，所以结果也从不曾被缓存过。
* 还有一种情况是虽然之前缓存了查询结果，但是由于查询缓存的内存用完了，＜32^ MySQL需要将某些缓存“逐出”，或者由于数据表被修改导致缓存失效。（后续会详 细介绍缓存失效。）

如果你的服务器上有大量缓存未命中，但是实际上绝大数査询都被缓存了，那么一定是 有如下情况发生: o

* 査询缓存还没有完成预热。也就是说，MySQL还没有机会将査询结果都缓存起来。
* 查询语句之前从未执行过。如果你的应用程序不会重复执行一条查询语句，那么即 使完成预热仍然会有很多缓存未命中。
* 缓存失效操作太多了。

缓存碎片、内存不足、数据修改都会造成缓存失效。如果配置了足够的缓存空间，而且 query\_cache\_min\_res\_unit设置也合理的话，那么缓存失效应该主要是数据修改导致的。 可以通过参数Com\_\*来査看数据修改的情况（包括Com\_update, Com\_delete,等等）， 还可以通过Qcache\_lowmem\_prunes来査看有多少次失效是由于内存不足导致的。

在考虑缓存命中率的同时，通常还需要考虑缓存失效带来的额外消耗。一个极端的办法 是，对某一个表先做一次只有査询的测试，并且所有的査询都命中缓存，而另一个相同 的表则只做修改操作。这时，査询缓存的命中率就是100%。但因为会给更新操作带来 额外的消耗，所以査询缓存并不一定会带来总体效率的提升。这里，所有的更新语句都 会做一次缓存失效检査，而检査的结果都是相同的，这会给系统带来额外的资源浪费。 所以，如果你只是观察查询缓存的命中率的话，可能完全不会发现这样的问题。

在MySQL中如果更新操作和带缓存的读操作混合，那么査询缓存带来的好处通常很难 衡量。更新操作会不断地使得缓存失效，而同时每次査询还会向缓存中再写入新的数据。

所以只有当后续的査询能够在缓存失效前使用缓存才会有效地利用査询缓存。

如果缓存的结果在失效前没有被任何其他的SELECT语句使用，那么这次缓存操作就是 浪费时间和内存。我们可以通过查看Com\_select和Qcache\_inserts的相对值来看看是 否一直有这种情况发生。如果每次查询操作都是缓存未命中，然后需要将査询结果放到 缓存中，那么Qcache\_inserts的大小应该和Com select相当。所以在缓存完成预热后， 我们总希望看到Qcache inserts远远小于Com\_select0不过由于缓存和服务器内部的 复杂和多样性，仍然很难说，这个比率是多少才是一个合适的值。

E323> 所以,上面的“命中率”和"INSERTS和SELECT比率”都无法直观地反应査询缓存的效率。 那么还有什么直观的办法能够反映査询缓存是否对系统有好处？这里推荐査看另一个指 标：“命中和写入”的比率，即Qcache\_hits和Qcache\_inserts的比值。根据经验来看, 当这个比值大于3 : 1时通常査询缓存是有效的，不过这个比率最好能够达到10 : lo如 果你的应用没有达到这个比率，那么就可以考虑禁用査询缓存了，除非你能够通过精确 的计算得知:命中带来的性能提升大于缓存失效的消耗，并且査询缓存并没有成为系统 的瓶颈。

每一个应用程序都会有一个“最大缓存空间”，甚至对一些纯读的应用来说也一样。最 大缓存空间是能够缓存所有可能査询结果的缓存空间总和。理论上，对多数应用来说, 这个数值都会非常大。而实际上，由于缓存失效的原因，大多数应用最后使用的缓存空 间都比预想的要小。即使你配置了足够大的缓存空间，由于不断地失效，导致缓存空间 一直都不会接近“最大缓存空间”。

通常可以通过观察査询缓存内存的实际使用情况，来确定是否需要缩小或者扩大査询缓 存。如果查询缓存空间长时间都有剩余，那么建议缩小；如果经常由于空间不足而导致 査询缓存失效，那么则需要增大査询缓存。不过需要注意，如果査询缓存达到了几十兆 这样的数量级，是有潜在危险的。（这和硬件以及系统压力大小有关）。

另外，可能还需要和系统的其他缓存一起考虑，例如InnoDB的缓存池，或者MylSAM 的索引缓存。关于这点是没法简单给出一个公式或者比率来判断的，因为真正的平衡点 与应用程序有很大的关系。

最好的判断査询缓存是否有效的办法还是通过査看某类査询时间消耗是否增大或者减少 来判断。Percona Server通过扩展慢査询可以观察到一个査询是否命中缓存。如果查询 缓存没有为系统节省时间，那么最好禁用它。

7.12.4如何配置和维护査询缓存

一旦理解查询缓存工作的原理，配置起来就很容易了。它也只有很少的参数可供配置, 如下所示。

query\_cache\_type

是否打开査询缓存。可以设置成OFF、ON或DEMANDO DEMAND表示只有在査询语句中 明确写明SQL\_CACHE的语句才放入査询缓存。这个变量可以是会话级别的也可以是 全局级别的（会话级别和全局级别的概念请参考第8章）。

fl24> querycachesize

査询缓存使用的总内存空间，单位是字节。这个值必须是1 024的整数倍，否则

MySQL实际分配的数据会和你指定的略有不同。

querycacheminresunit

在査询缓存中分配内存块时的最小单位。在前面我们已经介绍了这个参数，后面我 们还将进一步讨论它。

query\_cache\_limit

MySQL能够缓存的最大査询结果。如果査询结果大于这个值，则不会被缓存。因 为査询缓存在数据生成的时候就开始尝试缓存数据，所以只有当结果全部返回后， MySQL才知道査询结果是否超出限制。

如果超出，MySQL则增加状态值Qcache\_not\_cached,并将结果从査询缓存中删除。 如果你事先知道有很多这样的情况发生，那么建议在査询语句中加入SQL\_NO\_CACHE 来避免査询缓存带来的额外消耗。

query\_cache\_wlock\_invalidate

如果某个数据表被其他的连接锁住，是否仍然从査询缓存中返回结果。这个参数默 认是OFF,这可能在一定程序上会改变服务器的行为，因为这使得数据库可能返回 其他线程锁住的数据。将参数设置成ON,则不会从缓存中读取这类数据，但是这可 能会增加锁等待。对于绝大数应用来说无须注意这个细节，所以默认设置通常是没 有问题的。

配置查询缓存通常很简单，但是如果想知道修改这些参数会带来哪些改变，则是一项很 复杂的工作。后续的章节，我们将帮助你来决定怎样设置这些参数。

减少碎片

没什么办法能够完全避免碎片，但是选择合适的query\_cache\_min\_res\_unit可以帮你减 少由碎片导致的内存空间浪费。设置合适的值可以平衡每个数据块的大小和每次存储结 果时内存块申请的次数。这个值太小，则浪费的空间更少，但是会导致更频繁的内存块 申请操作；如果这个值设置得太大，那么碎片会很多。调整合适的值其实是在平衡内存 浪费和CPU消耗。

这个参数的最合适的大小和应用程序的査询结果的平均大小直接相关。可以通过内存实 际消耗 (query\_cache\_size-Qcache\_f ree memory) 除以 Qcache\_queries\_in\_cache i+W 单个査询的平均缓存大小。如果你的应用程序的査询结果很不均匀，有的结果很大，有 的结果很小，那么碎片和反复的内存块分配可能无法避免。如果你发现缓存一个非常大 的结果并没有什么意义(通常确实是这样)，那么你可以通过参数query\_cache\_limit 制可以缓存的最大査询结果，借此大大减少大的査询结果的缓存，最终减少内存碎片的 发生。

还可以通过参数Qcache f ree blocks来观察碎片。参数Qcache\_f ree\_blocks反映了 查询缓存中空闲块的多少，在图7.4的配置中我们看到，有两个空闲块。最糟糕的情况 是，任何两个存储结果的数据块之间都有一个非常小的空闲块。所以如果Qcache\_free\_ blocks大小恰好达到Qcache\_total\_blocks/2,那么査询缓存就有严重的碎片问题。而 如果你还有很多空闲块，而状态值Qcache\_lowmem\_prunes还不断地增加，则说明由于碎 片导致了过早地在删除査询缓存结果。

可以使用命令FLUSH QUERY CACHE完成碎片整理。这个命令会将所有的査询缓存重新排 序，并将所有的空闲空间都聚集到査询缓存的一块区域上。不过需要注意，这个命令并 不会将査询缓存清空，清空缓存由命令RESET QUERY CACHE完成。FLUSH QUERY CACHE 会访问所有的査询缓存，在这期间任何其他的连接都无法访问査询缓存，从而会导致服 务器僵死一段时间，使用这个命令的时候需要特别小心这点。另外，根据经验，建议保 持查询缓存空间足够小，以便在维护时可以将服务器僵死控制在非常短的时间内。

提高查询缓存的使用率

如果査询缓存不再有碎片问题，但你仍然发现命中率很低，还可能是査询缓存的内存空 间太小导致的。如果MySQL无法为一个新的查询缓存结果的时候，则会选择删除某个 老的缓存结果。

当由于这个原因导致删除老的缓存结果时，会增加状态值Qcache\_lowmem\_pruneso如果 这个值增加得很快，那么可能是由下面两个原因导致的：

* 如果还有很多空闲块，那么碎片可能是罪魁祸首（参考前面的小节）。
* 如果这时没什么空闲块了，就说明在这个系统压力下，你分配的査询缓存空间不够大。 你可以通过检查状态值Qcache\_free memory来査看还有多少没有使用的内存。

如果空闲块很多，碎片很少，也没有什么由于内存导致的缓存失效，但是命中率仍然很低, 那么很可能说明，在你的系统压力下，查询缓存并没有什么好处。一定是什么原因导致 查询缓存无法为系统服务，例如有大量的更新或者査询语句本身都不能被缓存。

如果在观察命中率时，仍然无法确定査询缓存是否给系统带来了好处，那么可以通过禁 用它，然后观察系统的性能，再重新打开它，观察性能变化，据此来判断査询缓存是否 给系统带来了好处。可以通过将query\_cache\_size设置成0,来关闭査询缓存。（改变 query\_cache\_type的全局值并不会影响已经打开的连接，也不会将査询缓存的内存释放 室＞ 给系统。）你还可以通过系统测试来验证，不过一般都很难精确地模拟实际情况。

图7-5展示了一个用来分析和配置査询缓存的流程图。
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图**7・5：**如何分析和配置查询缓存

7.12.5 InnoDB和查询缓存

因为InnoDB有自己的MVCC机制，所以相比其他存储引擎，InnoDB和査询缓存的交 互要更加复杂。MySQL 4.0版本中，在事务处理中査询缓存是被禁用的，从4.1和更新 的InnoDB版本开始，InnoDB会控制在一个事务中是否可以使用查询缓存，InnoDB会 同时控制对查询缓存的读（从缓存中获取查询结果）和写操作（向査询缓存写入结果）。

事务是否可以访问査询缓存取决于当前事务ID,以及对应的数据表上是否有锁。每一个 InnoDB表的内存数据字典都保存了一个事物ID号，如果当前事务ID小于该事务ID, 则无法访问查询缓存。

如果表上有任何的锁，那么对这个表的任何査询语句都是无法被缓存的。例如，某个事 务执行了 SELECT FOR UPDATE语句，那么在这个锁释放之前，任何其他的事务都无法从

査询缓存中读取与这个表相关的缓存结果。

当事务提交时，InnoDB持有锁，并使用当前的一个系统事务ID更新当前表的计数器。 锁一定程度上说明事务需要对表进行修改操作，当然有可能事务获得锁，却不进行任何 更新操作，但是如果想更新任何表的内容，获得相应锁则是前提条件。hmoDB将每个 表的计数器设置成某个事务ID,而这个事务ID就代表了当前存在的且修改了该表的最 大的事务IDO

那么下面的一些事实也就成立：

* 所有大于该表计数器的事务才可以使用査询缓存。例如当前系统的事务ID是5,且 事务获取了该表的某些记录的锁，然后进行事务提交操作，那么事务1至4,都不 应该再读取或者向查询缓存写入任何相关的数据。
* 该表的计数器并不是直接更新为对该表进行加锁的事务ID,而是被更新成一个系统 事务ID。所以，会发现该事务自身后续的更新操作也无法读取和修改查询缓存。

查询缓存存储、检索和失效操作都是在MySQL层面完成，InnoDB无法绕过或者延迟这 个行为。但InnoDB可以在事务中显式地告诉MySQL何时应该让某个表的查询缓存都 失效。在有外键限制的时候这是必须的，例如某个SQL语句有ON DELETE CASCADE,那 么相关联表的査询缓存也是要一起失效的。

原则上，在InnoDB的MVCC架构下，当某些修改不影响其他事务读取一致的数据时， 是可以使用査询缓存的。但是这样实现起来会非常复杂，InnoDB做了一个简化，让所 有有加锁操作的事务都不使用任何査询缓存，这个限制其实并不是必须的。

7.12.6通用查询缓存优化

库表结构的设计、査询语句、应用程序设计都可能会影响到査询缓存的效率。除了前文 介绍的之外，这里还有一些要点需要注意：

F328> • 用多个小表代替一个大表对査询缓存有好处。这个设计将会使得失效策略能够在一 个更合适的粒度上进行。当然，不要让这个原则过分影响你的设计，毕竟其他的一 些优势可能很容易就弥补了这个问题。

* 批量写入时只需要做一次缓存失效，所以相比单条写入效率更好。(另外需要注意， 不要同时做延迟写和批量写，否则可能会因为失效导致服务器僵死较长时间o )

•因为缓存空间太大，在过期操作的时候可能会导致服务器僵死。一个简单的解决办 法就是控制缓存空间的大小(query\_cache\_size),或者直接禁用查询缓存。

* 无法在数据库或者表级别控制査询缓存，但是可以通过SQL\_CACHE和SQL\_NO\_CACHE 来控制某个SELECT语句是否需要进行缓存。你还可以通过修改会话级别的变量

query\_cache\_type来控制査询缓存。

• 对于写密集型的应用来说，直接禁用查询缓存可能会提高系统的性能。关闭查询缓 存可以移除所有相关的消耗。例如将query\_cache\_size设置成0,那么至少这部分 就不再消耗任何内存了。

•因为对互斥信号量的竞争，有时直接关闭査询缓存对读密集型的应用也会有好处。 如果你希望提高系统的并发，那么最好做一个相关的测试，对比打开和关闭查询缓 存时候的性能差异。

如果不想所有的査询都进入査询缓存，但是又希望某些査询走査询缓存，那么可以将 query\_cache\_type设置成DEMAND,然后在希望缓存的查询中加上SQL\_CACHE。这虽然需 要在査询中加入一些额外的语法，但是可以让你非常自由地控制哪些査询需要被缓存。 相反，如果希望缓存多数査询，而少数査询又不希望缓存，那么你可以使用关键字SQL\_ N0\_CACHEo

7.12.7查询缓存的替代方案

MySQL査询缓存工作的原则是：执行査询最快的方式就是不去执行，但是查询仍然需 要发送到服务器端，服务器也还需要做一点点工作。如果对于某些査询完全不需要与服 务器通信效果会如何呢？这时客户端的缓存可以很大程度上帮你分担MySQL服务器的 压力。我们将在第14章详细介绍更多关于缓存的内容。

7.13总结

本章详细介绍了前面各个章节中提到的一些MySQL特性。这里我们将再来回顾一下其 中的一些重点内容。

分区表

分区表是一种粗粒度的、简易的索引策略，适用于大数据量的过滤场景。最适合的 场景是，在没有合适的索引时，对其中几个分区进行全表扫描，或者是只有一个分 区和索引是热点，而且这个分区和索引能够都在内存中;限制单表分区数不要超过 150个，并且注意某些导致无法做分区过滤的细节，分区表对于单条记录的査询并 没有什么优势，需要注意这类査询的性能。

视图

对好几个表的复杂査询，使用视图有时候会大大简化问题。当视图使用临时表时, 无法将WHERE条件下推到各个具体的表，也不能使用任何索引，需要特别注意这类 査询的性能。如果为了便利，使用视图是很合适的。

外键

外键限制会将约束放到MySQL中，这对于必须维护外键的场景，性能会更高。不 过这也会带来额外的复杂性和额外的索引消耗，还会增加多表之间的交互，会导致 系统中更多的锁和竞争。外键可以被看作是一个确保系统完整性的额外的特性，但 是如果设计的是一个高性能的系统，那么外键就显得很臃肿了。很多人在更在意系 统的性能的时候都不会使用外键，而是通过应用程序来维护。

存储过程

MySQL本身实现了存储过程、触发器、存储函数和事件，老实说，这些特性并没什 么特别的。而且对于基于语句的复制还有很多问题。通常，使用这些特性可以帮你 节省很多的网络开销一一很多情况下，减少网络开销可以大大提升系统的性能。在 某些经典的场景下你可以使用这些特性（例如中心化业务逻辑、绕过权限系统，等等）， 但需要注意在MySQL中，这些特性并没有别的数据库系统那么成熟和全面。

绑定变量

当査询语句的解析和执行计划生成消耗了主要的时间，那么绑定变量可以在一定程 度上解决问题。因为只需要解析一次，对于大量重复类型的査询语句，性能会有很 大的提高。另外，执行计划的缓存和传输使用的二进制协议，这都使得绑定变量的 方式比普通SQL语句执行的方式要更快。

1^30＞插件

使用C或者C++编写的插件可以让你最大程度地扩展MySQL功能。插件功能非常 强大，我们已经编写了很多UDF和插件，在MySQL中解决了很多问题。

字符集

字符集是一种字节到字符之间的映射，而校对规则是指一个字符集的排序方法。很 多人都使用Latinl （默认字符集，对英语和某些欧洲语言有效）或者UTF-8O如果 使用的是UTF-8,那么在使用临时表和缓冲区的时候需要注意：MySQL会按照每个 字符三个字节的最大占用空间来分配存储空间，这可能消耗更多的内存或者磁盘空 间。注意让字符集和MySQL字符集配置相符，否则可能会由于字符集转换让某些 索引无法正常使用。

全文索引

在本书编写的时候只有MylSAM支持全文索引，不过据说从MySQL 5.6开始， InnoDB也将支持全文索引。MylSAM因为在锁粒度和崩溃恢复上的缺点，使得在 大型全文索引场景中基本无法使用。这时，我们通常帮助客户构建和使用Sphinx来 解决全文索引的问题。

XA事务

很少有人用MySQL的XA事务特性。除非你真正明白参数innodb\_support\_xa的 意义，否则不要修改这个参数的值，并不是只有显式使用XA事务时才需要设置这

个参数。InnoDB和二进制日志也是需要使用XA事务来做协调的，从而确保在系统 崩溃的时候，数据能够一致地恢复。

查询缓存

完全相同的查询在重复执行的时候，查询缓存可以立即返回结果，而无须在数据库 中重新执行一次。根据我们的经验，在高并发压力环境中査询缓存会导致系统性 能的下降，甚至僵死。如果你一定要使用查询缓存，那么不要设置太大内存，而且 只有在明确收益的时候才使用。那该如何判断是否应该使用査询缓存呢？建议使用 Percona Server,观察更细致的日志,并做一些简单的计算。还可以査看缓存命中率（并 不总是有用）、“INSERTS和SELECT比率”（这个参数也并不直观）、或者“命中和 写入比率”（这个参考意义较大）。查询缓存是一个非常方便的缓存，对应用程序完 全透明，无须任何额外的编码，但是，如果希望有更高的缓存效率，我们建议使用 *memcached*或者其他类似的解决方案。第14章介绍了更多的细节供大家参考。

on

在这一章，我们将解释为MySQL服务器创建一个靠谱的配置文件的过程。这是一个很 绕的过程，有很多有意思的关注点和值得关注的思路。关注这些点很有必要，因为创建 一个好配置的最快方法不是从学习配置项开始，也不是从问哪个配置项应该怎么设置或 者怎么修改开始，更不是从检査服务器行为和询问哪个配置项可以提升性能开始。最好 是从理解MySQL内核和行为开始。然后可以利用这些知识来指导配置MySQLo最后， 可以将想要的配置和当前配置进行比较，然后纠正重要并且有价值的不同之处。

人们经常问，“我的服务器有32GB内存，12核CPU,怎样配置最好？ ”很遗憾，问题 没这么简单。服务器的配置应该符合它的工作负载、数据，以及应用需求，并不仅仅看 硬件的情况。

MySQL有大量可以修改的参数一一但不应该随便去修改。通常只需要把基本的项配置 正确（大部分情况下只有很少一些参数是真正重要的），应该将更多的时间花在schema 的优化、索引，以及査询设计上。在正确地配置了 MySQL的基本配置项之后，再花力 气去修改其他配置项的收益通常就比较小了。

从另一方面来说，没用的配置导致潜在风险的可能更大。我们碰到过不止一个“高度调 优”过的服务器不停地崩溃，停止服务或者运行缓慢，结果都是因为错误的配置导致的。 我们将花一点时间来解释为什么会发生这种情况，并且告诉大家什么是不该做的。

那么什么是该做的呢？确保基本的配置是正确的，例如InnoDB的Buffer Pool和日志文 件缓存大小，如果想防止出问题（提醒一下，这样做通常不能提升性能——它们只能避 免问题），就设置一个比较安全和稳健的值，剩下的配置就不用管了。如果碰到了问题， 可以使用第3章提到的技巧小心地进行诊断。如果问题是由于服务器的某部分导致的， 而这恰好可以通过某个配置项解决，那么需要做的就是更改配置。

[12>有时候，在某些特定的场景下，也有可能设置某些特殊的配置项会有显著的性能提升。 但无论如何，这些特殊的配置项不应该成为服务器基本配置文件的一部分。只有当发现 特定的性能问题才应该设置它们。这就是为什么我们不建议通过寻找有问题的地方修改 配置项的原因。如果有些地方确实需要提升，也需要在査询响应时间上有所体现。最好 是从查询语句和响应时间入手来开始分析问题，而不是通过配置项。这可以节省大量的 时间，避免很多的问题。

另一个节省时间和避免麻烦的好办法是使用默认配置，除非是明确地知道默认值会有问 题。很多人都是在默认配置下运行的，这种情况非常普遍。这使得默认配置是经过最多 实际测试的。对配置项做一些不必要的修改可能会遇到一些意料之外的bugo

8.1 MySQL配置的工作原理

在讨论如何配置MySQL之前，我们先来解释一下MySQL的配置机制。MySQL对配置 要求非常宽松，但是下面这些建议可能会为你节省大量的工作和时间。

首先应该知道的是MySQL从哪里获得配置信息:命令行参数和配置文件。在类UNIX 系统中，配置文件的位置一般在*/etc/my.cnf*或者*/etc/mysql/my.cnfo*如果使用操作系统的 启动脚本，这通常是唯一指定配置设置的地方。如果手动启动MySQL,例如在测试安 装时，也可以在命令行指定设置。实际上，服务器会读取配置文件的内容，删除所有注 释和换行，然后和命令行选项一起处理。

B

关于术语的说明：因为很多**MySQL**命令行选项跟服务器变量相同，我们有时把选 气项和变量替换使用。大部分变量和它们对应的命令行选项名称一样，但是有一些例

!,夕卜。例如，*-memlock*选项设置了 **Iocked in memory**变量。

任何打算长期使用的设置都应该写到全局配置文件，而不是在命令行特别指定。否则， 如果偶然在启动时忘了设置就会有风险。把所有的配置文件放在同一个地方以方便检査 也是个好办法；

一定要清楚地知道服务器配置文件的位置！我们见过有些人尝试修改配置文件但是不生 效，因为他们修改的并不是服务器读取的文件，例如Debian T, */etc/mysql/my.cnf*才是

I 333 > MySQL读取的配置文件，而不是*/etc/my.cnfo*有时候好几个地方都有配置文件，也许是 因为之前的系统管理员也没搞清楚情况（因此在各个可能的位置都放了一份）。如果不 知道当前使用的配置文件路径，可以尝试下面的操作：

**$ which mysqld**

/usr/sbin/mysqld

**$ /usr/sbin/mysqld --verbose --help | grep -A 1 'Default options'**

Default options are read from the following files in the given order:

/etc/mysql/my.cnf ~/.my.cnf /usr/etc/my.cnf

对于服务器上只有一个MySQL实例的典型安装，这个命令很有用。也可以设计更复杂 的配置，但是没有标准的方法告诉你怎么来做。MySQL发行版包含了一个现在废弃了 的程序，叫*mysqlmanager,*可以在一个有多个独立部分的配置文件上运行多个实例。（现 在已经被一样古老的*mysqld multi*脚本替代。）然而许多操作系统发行版本在启动脚本 中并不包含或使用这个程序。实际上，很多系统甚至没有使用MySQL提供的启动脚本。

配置文件通常分成多个部分，每个部分的开头是一个用方括号括起来的分段名称。 MySQL程序通常读取跟它同名的分段部分，许多客户端程序还会读取client部分，这是 一个存放公用设置的地方。服务器通常读取mysqld这一段。一定要确认配置项放在了文 件正确的分段中，否则配置是不会生效的。

8.1.1语法、作用域和动态性

配置项设置都使用小写，单词之间用下画线或横线隔开。下面的例子是等价的，并且可 能在命令行和配置文件中都看到这两种格式：

/usr/sbin/mysqld --auto-increment-offset=5 /usr/sbin/mysqld --auto\_increment\_offset=5

我们建议使用一种固定的风格。这样在配置文件中搜索配置项时会容易得多。

配置项可以有多个作用域。有些设置是服务器级的（全局作用域），有些对每个连接是 不同的（会话作用域），剩下的一些是对象级的。许多会话级变量跟全局变量相等，可 以认为是默认值。如果改变会话级变量，它只影响改动的当前连接，当连接关闭时所有 参数变更都会失效。下面有一些例子，你应该清楚这些不同类型的行为：

* querycachesize变量是全局的。
* sort\_buffer\_size变量默认是全局相同的，但是每个线程里也可以设置。
* join\_buffer\_size变量也有全局默认值且每个线程是可以设置的，但是若一个査询 中关联多张表，可以为每个关联分配一个关联缓冲（join buffer）,所以每个査询可 能有多个关联缓冲。

另外，除了在配置文件中设置变量，有很多变量（但不是所有）也可以在服务器运行 时修改。MySQL把这些归为动态配置变量。下面的语句展示了动态改变sort\_buffer\_ size的会话值和全局值的不同方式：

SET sort\_buffer\_size = SET GLOBAL sort\_buffer\_size = SET @@sort\_buffer\_size := SET @@session. sort\_\_buffer\_size := SET @@global.sort\_buffer\_size :=

*<value>; <value>; <value>; <value>; <value>;*

如果动态地设置变量，要注意MySQL关闭时可能丢失这些设置。如果想保持这些设置, 还是需要修改配置文件。

如果在服务器运行时修改了变量的全局值,这个值对当前会话和其他任何已经存在的会 话都不起效果，这是因为会话的变量值是在连接创建时从全局值初始化来的。在每次变 更之后，应该检査SHOW GLOBAL VARIABLES的输出，确认已经按照期望变更了。

有些变量使用了不同的单位，所以必须知道每个变量的正确单位。例如，table\_cache 变量指定了表可以被缓存的数量，而不是表可以被缓存的字节数。key\_buffer\_size则 是以字节为单位，还有一些其他变量指定的是页的数量或者其他单位，例如百分比。

许多变量可以通过后缀指定单位，例如1M表示一百万字节。然而，这只能在配置文件或 者作为命令行参数时有效。当使用SQL的SET命令时，必须使用数字值1048576,或者 1024\*1024这样的表达式。但在配置文件中不能使用表达式。

有个特殊的值可以通过SET命令赋值给变量：DEFAULTO把这个值赋给会话级变量可以把 变量改为使用全局值，把它赋值给全局变量可以设置这个变量为编译内置的默认值（不 是在配置文件中指定的值）。当需要重置会话级变量的值回到连接刚打开的时候，这是 很有用的。建议不要对全局变量这么用，因为可能它做的事不是你希望的，它不会把值 设置到服务器刚启动时候的那个状态。

*[335>* 8.1 .2 设置变量的副作用

动态设置变量可能导致意外的副作用，例如从缓冲中刷新脏块。务必小心那些可以在线 更改的设置，因为它们可能导致数据库做大量的工作。

有时可以通过名称推断一个变量的作用。例如，max\_heap\_table\_size的作用就像听起 来那样：它指定隐式内存临时表最大允许的大小。然而，命名约定并不完全一样，所以 不能总是通过看名称来猜测一个变量有什么效果。

让我们来看一些常用的变量和动态修改它们的效果。

key\_buffer\_size

设置这个变量可以一次性为键缓冲区（key buffer,也叫键缓存key cache）分配所 有指定的空间。然而，操作系统不会真的立刻分配内存，而是到使用时才真正分配。 例如设置键缓冲的大小为1GB,并不意味着服务器立刻分配1GB的内存。（我们下 一章会讨论如何查看服务器的内存使用o ）

MySQL允许创建多个键缓存，这一章后面我们会探讨这个问题。如果把非默认键缓 存的这个变量设置为0, MySQL将丢弃缓存在该键缓存中的索引，转而使用默认键 缓存，并且当不再有任何引用时会删除该键缓存。为一个不存在的键缓存设置这个 变量，将会创建新的键缓存。对一个已经存在的键缓存设置非零值，会导致刷新该 键缓存的内容。这会阻塞所有尝试访问该键缓存的操作，直到刷新操作完成。

table\_cache\_size

设置这个变量不会立即生效一一会延迟到下次有线程打开表才有效果。当有线程打 开表时，MySQL会检査这个变量的值。如果值大于缓存中的表的数量，线程可以把 最新打开的表放入缓存;如果值比缓存中的表数小，MySQL将从缓存中删除不常使 用的表。

threadcachesize

设置这个变量不会立即生效-将在下次有连接被关闭时产生效果。当有连接被关 闭时，MySQL检查缓存中是否还有空间来缓存线程。如果有空间，则缓存该线程以 备下次连接重用；如果没有空间，它将销毁该线程而不再缓存。在这个场景中，缓 存中的线程数，以及线程缓存使用的内存，并不会立刻减少；只有在新的连接删除 缓存中的一个线程并使用后才会减少。（MySQL只在关闭连接时才在缓存中增加线 程，只在创建新连接时才从缓存中删除线程。）

query\_cache\_size

MySQL在启动的时候，一次性分配并且初始化这块内存。如果修改这个变量（即使 设置为与当前一样的值），MySQL会立刻删除所有缓存的査询，重新分配这片缓存 到指定大小，并且重新初始化内存。这可能花费较长的时间，在完成初始化之前服 务器都无法提供服务，因为MySQL是逐个清理缓存的查询，不是一次性全部删掉。

read\_buffer\_size

MySQL只会在有査询需要使用时才会为该缓存分配内存，并且会一次性分配该参数 指定大小的全部内存。

readrndbuffersize

MySQL只会在有查询需要使用时才会为该缓存分配内存，并且只会分配需要的内存 大小而不是全部指定的大小。（max\_read\_rnd\_buffejsize这个名字更能表达这个 变量实际的含义。）

sortbuffersize

MySQL只会在有査询需要做排序操作时才会为该缓存分配内存。然后，一旦需要排 序，MySQL就会立刻分配该参数指定大小的全部内存，而不管该排序是否需要这么 大的内存。

我们在其他地方也对这些参数做过更多细节的说明，这里不是一个完整的列表。这里的 目的只是简单地告诉大家，当修改一些常见的变量时，会有哪些期望的行为发生。

对于连接级别的设置，不要轻易地在全局级别增加它们的值，除非确认这样做是对的。 有一些缓存会一次性分配指定大小的全部内存，而不管实际上是否需要这么大，所以一 个很大的全局设置可能导致浪费大量内存。更好的办法是，当査询需要时在连接级别单 独调大这些值。

最常见的例子是sort buffer size,该参数控制排序操作的缓存大小，应该在配置文件 里把它配置得小一些,然后在某些査询需要排序时,再在连接中把它调大。在分配内存后, MySQL会执行一些初始化的工作。

另外，即使是非常小的排序操作，排序缓存也会分配全部大小的内存，所以如果把参数 设置得超过平均排序需求太多，将会浪费很多内存，增加额外的内存分配开销。许多读 者认为内存分配是一个很简单的操作，听到内存分配的代价可能会很吃惊。不需要深入 很多技术细节就可以讲清楚为什么内存分配也是昂贵的操作，内存分配包括了地址空间 的分配，这相对来说是比较昂贵的。特别在Linux ±,内存分配根据大小使用多种开销 不同的策略。

总的来说，设置很大的排序缓存代价可能非常高，所以除非确定必须要这么大，否则不 要增加排序缓存的大小。

如果査询必须使用一个更大的排序缓存才能比较好地执行，可以在查询执行前增加 sort buffer size的值，执行完成后恢复为DEFAULT。

下面是一个实际的例子：

SET @@session.sort\_buffer\_size := *<value>;*

--Execute the query...

SET @@session.sort\_buffer\_size := DEFAULT;

可以将类似的代码封装在函数中以方便使用。其他可以设置的单个连接级别的变量 W read buffer size. read\_rnd\_buffer\_size. tmp table size、以及 myisam\_sort\_ buffer\_size （在修复表的操作中会用到）。

如果有需要也可以保存并还原原来的自定义值，可以像下面这样做：

SET *@sa\/ed\_<unique\_variable\_name>* := @@session.sort\_buffer\_size;

SET @@session.sort\_buffer\_size := *<value>;*

--Execute the query...

SET @@session.sort\_buffer\_size := *@sa\/ed\_<unique\_variable\_name>;*

H

排序缓冲大小是关注的众多“调优”中一个设置。一些人似乎认为越大越好，我 ◎们甚至见过把这个变量设为**1GB**的。这可能导致服务器尝试分配太多内存而崩

\*溃，或者为査询初始化排序缓存时消耗大量的**CPU,**这不是什么出乎意料的事。从 **MySQL**的**Bug 37359**可以看到有关于这个问题的细节。

不要把排序缓存大小放在太重要的位置。査询真的需要**128MB**的内存来排序**10**行 数据然后返回给客户端吗？思考一下查询语句是什么类型的排序、多大的排序，首 先考虑通过索引和**SQL**写法来避免排序（看第**5**章和第**6**章），这比调优排序缓存 要快得多。并且应该仔细分析査询开销，看看排序是否是无论如何都需要重点关注 的部分。第**3**章有一个例子，一个査询执行了一个排序，但是没有花很多排序时间。

8.1.3入门

设置变量时请小心，并不是值越大就越好，而且如果设置的值太高，可能更容易导致问题: 可能会由于内存不足导致服务器内存交换，或者超过地址空间。注|

应该始终通过监控来确认生产环境中变量的修改，是提高还是降低了服务器的整体性能。 基准测试是不够的，因为基准测试不是真实的工作负载。如果不对服务器的性能进行实 际的测量，可能性能降低了都没有发现。我们见过很多情况，有人修改了服务器的配置， 并认为它提高了性能，其实服务器的整体性能恶化了，因为在一个星期或一天的不同时 间，工作负载是不一样的。

**<338~|**

如果你经常做笔记，在配置文件中写好注释，可能会节省自己（和同事）大量的工作。 一个更好的主意是把配置文件置于版本控制之下。无论如何，这是一个很好的做法，因 为它让你有机会撤销变更。要降低管理很多配置文件的复杂性，简单地创建一个从配置 文件到中央版本控制库的符号链接。

在开始改变配置之前，应该优化查询和schema,至少先做明显要做的事情，例如添加索 引。如果先深入调整配置，然后修改了查询语句和schema,也许需要回头再次评估配置。 请记住，除非硬件、工作负载和数据是完全静态的，否则都可能需要重新检查配置文件。 实际上，大部分人的服务器甚至在一天中都没有稳定的工作负载——意味着对上午来说 “完美”的配置，下午就不对了！显然，追求传说中的“完美”配置是完全不切实际的。 因此，没有必要榨干服务器的每一点性能，实际上，这种调优的时间投入产出是非常小的。 我们建议在“足够好”的时候就可以停下了，除非有理由相信停下会导致放弃重大的性 能提升的机会。

注**1：** 我们见过的一个常见的错误是，配置一台新服务器的内存是另一台已经存在的服务器的两倍，并 且一一使用旧服务器的配置作为基线——创建一份新的配置，只是简单地在旧服务器的配置上乘 以**2**。这不起作用。

8.1.4通过基准测试迭代优化

你也许期望（或者相信自己会期望）通过建立一套基准测试方案，然后不断迭代地验证 对配置项的修改来找到最佳配置方案。通常我们都不建议大家这么做。这需要做非常多 的工作和研究，并且大部分情况下潜在的收益是非常小的，这可能导致巨大的时间浪费。 而把时间花在检査备份、监控执行计划的变动之类的事情上，可能会更有意义。

即使更改一个选项后基准测试出现了提升，也无法知道长期运行后这个变更会有什么副 作用。基准测试也不能衡量一切，或者没有运行足够长的时间来检测系统的长期稳定性, 修改就可能导致如周期性性能抖动或者周期性的慢査询等问题。这是很难察觉到的。

有的时候我们运行某些组合的基准测试，来仔细验证或压测服务器的某些特定部分，使 得我们可以更好地理解这些行为。一个很好的例子是，我们使用了很多年的一些基准测 试，用来理解InnoDB的刷新行为，来寻找更好的刷新算法，以适应多种工作负载和多 种硬件类型。我们经常测试各种各样的设置，来理解它们的影响以及怎么优化它们。但 这不是一件简单的事——这可能会花费很多天甚至很多个星期一一而且对大部分人来说 这没有收益，因为服务器特定部分的认识局限往往会掩盖了其他问题。例如，有时我们 发现，特定的设置项组合，在特定的边缘场景可能有更好的性能，但是在实际生产环境 这些配置项并不真的合适，例如，浪费大量的内存，或者优化了吞吐量却忽略了崩溃恢 复的影响。

如果必须这样做，我们建议在开始配置服务器之前，开发一个定制的基准测试包。你必 须做这些事情来包含所有可能的工作负载，甚至包含一些边缘的场景，例如很庞大很复 杂的查询语句。在实际的数据上重放工作负载通常是一个好办法。如果已经定位到了一 个特定的问题点一一例如一个査询语句运行很慢一一也可以尝试专门优化这个点，但是 可能不知道这会对其他査询有什么负面影响。

最好的办法是一次改变一个或两个变量，每次一点点，每次更改后运行基准测试，确保 运行足够长的时间来确认性能是否稳定。有时结果可能会令你感到惊讶，可能把一个变 量调大了一点，观察到性能提升，然后再调大一点，却发现性能大幅下降。如果变更后 性能有隐患，可能是某些资源用得太多了，例如，为缓冲区分配太多内存、频繁地申请 和释放内存。另外，可能导致MySQL和操作系统或硬件之间的不匹配。例如，我们发 现sort\_buffer\_size的最佳值可能会被CPU缓存的工作方式影响，还有read\_buffer\_ size需要服务器的预读和I/O子系统的配置相匹配。更大并不总是更好，还可能更糟糕。 一些变量也依赖于一些其他的东西，这需要通过经验和对系统架构的理解来学习。
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什么情况下进行基准测试是好的建议

对于前面提到不建议大多数人执行基准测试的情况也有例外的时候。我们有时会建 议人们跑一些迭代基准测试，尽管通常跟“服务器调优”有不同的内容。这里有一 些例子：

* 如果有一笔大的投资，如购买大量新的服务器，可以运行一下基准测试以了解 硬件需求。（这里的上下文指是容量规划，不是服务器调优），我们特别喜欢对 不同大小的**InnoDB**缓冲池进行基准测试，这有助于我们制定一个“内存曲线”， 以展示真正需要多少内存，不同的内存容量如何影响存储系统的要求。
* 如果想了解**InnoDB**从崩溃中恢复需要多久时间，可以反复设置一个备库，故 意让它崩溃，然后“测试” **IrmoDB**在重启中需要花费多久时间来做恢复。这 里，的背景是做高可用性的规划。
* 以读为主的应用程序，在慢查询日志中捕捉所有的查询（或者用*pt-query- digest* 分析**TCP**流量）是个很好的主意，在服务器完全打开慢查询日志记录时， 使用*pt-log-player*重放所有的慢查询，然后用*pt-query-digest*来分析输出报告。 这可以观察在不同硬件、软件和服务器设置下，查询语句运行的情况。例如， 我们曾经帮助客户评估迁移到更多的内存但硬盘更慢的服务器上的性能变化。 大多数查询变得更快，但一些分析型查询语句变慢，因为它们是**I/O**密集型的。 这个测试的上下文背景就是不同工作负载的比较。

8.2什么不该做

在我们开始配置服务器之前，希望鼓励大家去避免一些我们已经发现有风险或有害的做 法。警告：本节有些观点可能会让有些人不舒服！

首先，不要根据一些“比率”来调优。一个经典的按“比率”调优的经验法则是，键缓 存的命中率应该高于某个百分比，如果命中率过低，则应该增加缓存的大小。这是非常 错误的意见。无论别人怎么跟你说，缓存命中率跟缓存是否过大或过小没有关系。首先， 命中率取决于工作负载一一某些工作负载就是无法缓存的，不管缓存有多大一一其次， 缓存命中没有什么意义，我们将在后面解释原因。有时当缓存太小时，命中率比较低， 增加缓存的大小确实可以提高，命中率。然而，这只是个偶然情况，并不表示这与性能或 适当的缓存大小有任何关系。

国〉这种相关性，有时候看起来似乎真正的问题是，人们开始相信它们将永远是真的。 Oracle DBA很多年前就放弃了基于命中率的调优，我们希望MySQL DBA也能跟着 走注％我们更强烈地希望人们不要去写“调优脚本”，把这些危险的做法编写到一起，并 教导成千上万的人这么做。这引出了我们第二个不该做的建议：不要使用调优脚本！有 几个这样的可以在互联网上找到的脚本非常受欢迎，最好是忽略它们注3。

我们还建议避免调（tuning）这个词，我们在前面几段中使用这个词是有点随意的。我 们更喜欢使用“配置（Configuration）w或“优化（Optimize）M来代替（只要这是你真 正在做的，见第3章）。“调优”这个词，容易让人联想到一个缺乏纪律的新手对服务器 进行微调，并观察发生了什么。我们建议上一节的练习最好留给那些正在研究服务器内 核的人。“调优”服务器可能浪费大量的时间。

另外说一句，在互联网搜索如何配置并不总是一个好主意。在博客、论坛等地方注4都可 能找到很多不好的建议。虽然许多专家在网上贡献了他们了解的东西，但并不总是能容 易地分辨出哪些是正确的建议。我们也不能给出中肯的建议在哪里能找到真正的专家注L 但我们可以说，可信的、声誉好的MySQL服务供应商一般比简单的互联网搜索更安全， 因为有好的客户才可能做出正确的事情。然而，即使是他们的意见，没有经过测试和理 解就使用，也可能有危险，因为它可能对某种解决方案有了思维定势，跟你的思维不一样， 可能用了一种你无法理解的方法。

最后，不要相信很流行的内存消耗公式一一是的，就是MySQL崩溃时自身输出的那个 内存消耗公式（我们这里就不再重复了）。这个公式已经很古老了，它并不可靠，甚至 也不是一个理解MySQL在最差情况下需要使用多少内存的有用的办法。在互联网上可 能还会看到这个公式的很多变种。即使在原公式上增加了更多原来没有考虑到的因素， 还是有同样的缺陷。事实上不可能非常准确地把握MySQL内存消耗的上限。MySQL不 是一个完全严格控制内存分配的数据库服务器。这个结论可以非常简单地证明，登录到 服务器，并执行一些大量消耗内存的査询：

**mysql> SET @crash\_me\_l := REPEAT（'a', @@max\_allowed\_packet）;**

**mysql> SET @crash\_me\_2 := REPEAT（'a', @@max\_allowed\_packet）;**

**I 342 > # ... run a lot of these ...**

**mysql> SET @crash\_me\_1000000 := REPEAT（'a', @@max\_allowed\_packet）;**

注**2：** 如果你还是不相信“按比率调优”的方法是错误的，请阅读**Cary Millsap**的*Optimizing Oracle*

*Performance* **（CTReilly**出版）。他甚至为这个主题专门写了•一个附录，提供了一个可以智能地产生 任何你想要的命中率的工具，甚至不管系统正运行得多么糟糕都可以做到很好的命中率！当然， 这一切的目的都是为了说明比率是多么无用。

注**3：** —个例外：我们维护了 一个（好用的）免费的在线配置工具，在*http://tools.percona.com*0是的，

我们确实有倾向性。

庭**4：** 问：（坏的）查询是如何形成的？答：这需要去问那些杀死了坏查询的**DBA**是怎么回事，查询本 身是不可能回击的。

注**5 : Percona**当然认为在**Percona**邮件组能找到真正的专家，所以说他们不能中肯。 译者注在一个循环中运行这些语句，每次都创建新的变量，最后服务器内存必然耗尽，然后系 统崩溃！运行这个测试不需要任何特殊权限。

在本节我们试图说明的观点是，有时候我们在那些认为我们很傲慢的人面前变得不受欢 迎，他们认为我们正在试图诋毁他人，把自己塑造成唯一的权威，或者觉得我们是在试 图推销我们的服务。我们的目的不是利己。我们只是看到非常多很糟糕的建议，如果没 有足够的经验，这看上去似乎还是合理的。另外我们重复这么多次说明这些糟糕的建议， 因为我们认为揭穿一些神话是很重要的，并提醒我们的读者要小心他们信任的那些人的 专业水准。我们还是尽量避免在这里继续说这些不好听的吧。

8.3创建MySQL配置文件

正如我们在本章开头提到的，没有一个适合所有场景的“最佳配置文件”，比方说，对 一台有16 GB内存和12块硬盘的4路CPU服务器，不会有一个相应的“最佳配置文件”。 应该开发自己的配置，因为即使是一个好的起点，也依赖于具体是如何使用服务器的。

MySQL编译的默认设置并不都是靠谱的，虽然其中大部分都比较合适。它们被设计成 不要使用大量的资源，因为MySQL的使用目标是非常灵活的，它并没有假设自己是服 务器上唯一的应用。默认情况下，MySQL只是使用恰好足够的资源来启动，运行一些 少量数据的简单査询。如果有超过几MB的数据，就一定会需要自己定制MySQL配置。

你可能会先从一个包含在MySQL发行版本中的示例配置文件开始，但这些示例配置有 自己的问题。例如，它们有很多注释掉的设置，可能会诱使你认为应该选择一个值，并 取消注释（这有点让人联想到Apache配置文件）。同时它们有很多乏味的注释，只是为 了解释选项的含义，但这些解释并不总是通顺、完整甚至正确的，有些选项甚至并不适 用于流行的操作系统！最后，这些示例相对于现代的硬件和工作负载，总是过时的。

MySQL专家们关于如何解决这些问题多年来进行了许多对话，但这些问题依然存在。 下面是我们的建议：不要使用这些文件作为（创建配置文件的）起点，也不要使用操作 系统的安装包自带的配置文件。最好是从头开始。

这就是本章要做的事情。实际上MySQL的可配置性太强也可以说是个弱点，看起来好 像需要花很多时间在配置上，其实大多数配置的默认值已经是最佳配置了，所以最好不 要改动太多配置，甚至可以忘记某些配置的存在。这就是为什么我们为本书创建了一个 完整的最小的示例配置文件，可以作为自己的服务器配置文件的一个好的起点。有一些 配置项是必选的，我们将在本章稍后解释。下面就是这个基础配置文件：

**<343~]**

[mysqld]

# GENERAL

|  |  |
| --- | --- |
| datadir | =/var/lib/mysql |
| socket | =/var/lib/mysql/mysql.sock |
| pid\_file | =/var/lib/mysql/mysql.pid |
| user | =mysql |
| port | =3306 |
| defaultstorageengine | =InnoDB |
| # INNODB ~ |  |
| innodb\_buffer\_pool\_size | =<value> |
| innodb\_log\_file\_size | =<value> |
| innodb\_file\_per\_table | =1 |
| innodb\_flush\_method | =O\_DIRECT |
| # MylSAM ~ |  |
| key\_buffer\_size | =<value> |
| # LOGGING - |  |
| log\_error | =/var/lib/mysql/mysql-error.log |
| slow^querylog | =/var/lib/mysql/mysql-slow.log |
| # OTHER - |  |
| tmp\_table\_size | =32M |
| max\_heap\_table\_size | =32M |
| query\_cache\_type | =0 |
| query\_cache\_size | =0 |
| max\_connections | =<value> |
| threadcache | =<value> |
| tablecache | =<value> |
| open\_files\_limit | =65535 |
| [client] |  |
| socket | =/var/lib/mysql/mysql.sock |
| port | =3306 |

和你见过的其他配置文件注6相比，这里的配置选项可能太少了。但实际上已经超过了许 多人的需要。有一些其他类型的配置选项可能也会用到，比如二进制日志，我们会在本 章后面以及其他章节覆盖这些内容。

配置文件的第一件事是设置数据的位置。我们选择了 */var/lib/mysql*路径存储数据，因为 在许多类UNIX系统中这是最常见的位置。选择另外的位置也没有错，可以根据需要决 定。我们把PID文件也放到相同的位置，但许多操作系统希望放在*/var/run*目录下，这 也可以。只需要简单地为这些选项配置一下就可以了。顺便说一下，不要把Socket文件 和PID文件放到MySQL编译默认的位置，在不同的MySQL版本里这可能会导致一些 错误。最好明确地设置这些文件的位置。(这么说并不是建议选择不同的位置，只是建 国〉议确保在以y.c”文件中明确指定了这些文件的存放地点，这样升级MySQL版本时这些

路径就不会改变。)

这里还指定了操作系统必须用*mysql*用户来运行*mysqld*进程。需要确保这个账户存在, 并且拥有操作数据目录的权限。端口设置为默认的3306,但有时可能需要修改一下。

注**6：** 问：为排序缓存**(Sort Buffer)**和读缓存**(Read Buffer)**设置大小的选项在哪？答：它们已经很专 注自己的事情了，除非觉得默认值不够好，否则保留默认值就可以了。

我们选择InnoDB作为默认的存储引擎，这个值得向大家解释一下。InnoDB在大多数情 况下是最好的谗择，但并不总是如此。例如，一些第三方的软件，可能假设默认存储引 擎是MylSAM,'所以创建表时没有指定存储引擎。这可能会导致软件故障，例如，这些 应用可能会假定可以创建全文索引注’°默认存储引擎也会在显式创建临时表时用到，可 能会引起服务器做一些意料之外的工作。如果希望持久化的表使用InnoDB,但所有临 时表使用MylSAM,那应该确保在CREATE TABLE语句中明确指定了存储引擎。

一般情况下，如果决定使用一个存储引擎作为默认引擎，最好显式地进行配置。许多用 户认为只使用了某个特定的存储引擎，但后来发现正在用的其实是另一个引擎，就是因 为默认配置的是另外一个引擎。

接下来我们将阐述InnoDB的基础配置。IrmoDB在大多数情况下如果要运行得很好，配 置大小合适的缓冲池(Buffer Pool)和日志文件(Log File)是必须的。默认值都太小了。 其他所有的InnoDB设置都是可选的，尽管示例配置中因为可管理性和灵活性的原因启 用了 innodb\_file\_pe jtable。设置 InnoDB 日志文件的大小和 innodb flush method 是本 章后面要讨论的主题，其中innodb\_flush\_method是类UNIX系统特有的选项。

有一个流行的经验法则说，应该把缓冲池大小设置为服务器内存的约75%〜80%。这是 另一个偶然有效的“比率”，但并不总是正确的。有一个更好的办法来设置缓冲池大小， 大致如下：

1. 从服务器内存总量开始。
2. 减去操作系统的内存占用，如果MySQL不是唯一运行在这个服务器上的程序，还 要扣掉其他程序可能占用的内存。
3. 减去一些MySQL自身需要的内存，例如为每个査询操作分配的一些缓冲。
4. 减去足够让操作系统缓存InnoDB日志文件的内存，至少是足够缓存最近经常访问 的部分。(此建议适用于标准的MySQL, Percona Server可以配置日志文件用0\_ DIRECT方式打开，绕过操作系统缓存)，留一些内存至少可以缓存二进制日志的最 后一部分也是个很好的选择，尤其是如果复制产生了延迟，备库就可能读取主库上 旧的二进制日志文件，给主库的内存造成一些压力。
5. 减去其他配置的MySQL缓冲和缓存需要的内存，例如MylSAM的键缓存(Key Cache),或者査询缓存(Query Cache)0
6. 除以105%,这差不多接近InnoDB管理缓冲池增加的自身管理开销。
7. 把结果四舍五入，向下取一个合理的数值。向下舍入不会太影响结果，但是如果分 配太多可能就会是件很糟糕的事情。

注**7： InnoDB**在**5.1/5.5**中都不支持全文索引，直到**5.6**版本**InnoDB**才支持全文索引。——译者注 我们对这里有些内存总量相关的问题有一点感到厌倦——什么是“操作系统的一个位 (Bit)” ?那是变化的，在本章和这本书的其余部分，我们将对此做一定深度的讨论。你 必须了解你的系统，并且估算它需要多少内存才能良好地运转。这是为什么一个适合所 有场景的配置文件是不存在的。经验，以及有时一点数学知识将给你提供指导。

下面是一个例子，假设有一个192GB内存的服务器，只运行MySQL并且只使用 InnoDB,没有查询缓存(Query Cache),也没有非常多的连接连到服务器。如果日志文 件总大小是4GB,可能会像这样处理：“我认为所有内存的5%或者2GB,取较大的那 个，应该足够操作系统和MySQL的其他内存需求，为日志文件减去4GB,剩下的都给 InnoDB用”。结果差不多是177 GB,但是配置得稍微低一点可能是个好主意。比如可 以先配置缓存池为168GB。在服务器实际运行中若发现还有不少内存没有分配使用，在 出于某些目的有机会重启时，可以再适当调大缓冲池的大小。

如果有大量MylSAM表需要缓存它们的索引，结果自然会有很大不同。在Windows下 这也是完全不同的，大多数的MySQL版本在Windows下使用大内存都有问题(虽然在 MySQL 5.5中有所改进)，或者是出于某种原因不使用O\_DIRECT也会有不同的结果。

正如你所看到的，从一开始就获得精确的设置并不是关键。从一个比默认值大一点但不 是大得很离谱的安全值开始是比较好的，在服务器运行一段时间后，可以看看服务器真 实情况需要使用多少内存。这些东西是很难预测，因为MySQL的内存利用率并不总是 可以预测的：它可能依赖很多的因素，例如査询的复杂性和并发性。如果是简单的工作 负载，MySQL的内存需求是非常小的——大约256 KB的每个连接。但是，使用临时表、 排序、存储过程等的复杂査询，可能使用更多的内存。

这就是我们选择一个非常安全的起点的原因。可以看到，即使是保守的InnoDB的缓冲 池设置，实际上也是服务器内存的87.5%——超过75%,这就是为什么我们说简单地按 比例是不正确的方法的原因。

我们建议，当配置内存缓冲区的时候，宁可谨慎，而不是把它们配置得过大。如果把缓 冲池配置得比它可以设的值少了 20%,很可能只会对性能产生小的影响，也许就只影响 国〉几个百分点。如果设置得大了 20%，则可能会造成更严重的问题：内存交换、磁盘抖动, 甚至内存耗尽和硬件死机。

这份InnoDB配置的例子说明了我们配置服务器的首选途径：了解它内部做了什么，以 及参数之间如何相互影响，然后再决定。

时间改变一切

精确地配置MySQL的内存缓冲区随着时间的推移变得不那么重要。当一个强大的 服务器只有4 GB内存的时候，我们努力地平衡其资源使它可以运行1 000个连接。 这通常需要我们为MySQL保留1GB的内存，这是服务器总内存的四分之一，而 且会极大地影响我们设豈缓冲池的大小。

如今类似的服务器有144 GB的内存，但是在大多数应用中我们通常看到的连接数 是相同的，每个连接的缓冲区并没有真的改变太多。因此，我们可能会慷慨地为 MySQL保留4GB的内存，这只是九牛一毛而已。它不会对我们的缓冲池的大小设 置产生太大影响。

示例配置文件中的其他一些设置，大多是不言自明的，其中很多配置都是是与否的判断。 在本章的其余部分，我们将探讨其中的几个。可以看到，我们已经启用日志记录、禁用 了查询缓存，等等。在这一章的后面，我们还将讨论一些安全性和完整性的设置，它可 以使服务器更强健，并对防止数据损坏和其他问题非常有帮助。我们并没有在这里展示 这些设置。

这里需要解释的一个选项是open\_files\_limit0在典型的Linux系统上我们把它设置得 尽可能大。现代操作系统中打开文件句柄开销都很小。如果这个参数不够大，将会碰到 经典的24号错误，“打开的文件太多(too many open files)”。

跳过其他的直接看到末尾，在配置文件的最后一节，是为了如*mysql*和*mysqladmin*之类 的客户端程序做的设置，可以简化这些程序连接到服务器的步骤。应该为客户端程序设 置那些匹配服务器的配置项。

8.3.1检査MySQL服务器状态变量

有时可以使用SHOW GLOBAL STATUS的输出，作为配置的输入，以更好地通过工作负载来 自定义配置。为了达到最佳效果，既要看绝对值，又要看值是如何随时间而改变的，最 好为高峰和非高峰时间的值做几个快照。可以使用以下命令每隔60秒来査看状态变量 的增量变化：

**$ mysqladmin extended-status -ri60**

在解释配置设置的时候，我们经常会提到随着时间的推移各种状态变量的变化。所以通 常可以预料到需要分析如刚才那个命令的输出的情况。有一些有用的工具，如Percona Toolkit中的*pt-mext*或FNnyyqLssg以，可以简洁地显示状态计数器的变化，不用直 接看那些SHOW命令的输出。

好吧，前面的内容算是预热，接下来我们将进入一些服务器内核的东西，并将相关的配 置建议穿插在其中。然后再回头来看示例配置文件，就会有足够的背景知识来选择适当 的配置选项的值了。

8.4配置内存使用

配置MySQL正确地使用内存量对高性能是至关重要的。肯定要根据需求来定制内存使 用。可以认为MySQL的内存消耗分为两类：可以控制的内存和不可以控制的内存。无 法控制MySQL服务器运行、解析査询，以及其内部管理所消耗的内存，但是为特定目 的而使用多少内存则有很多参数可以控制注％用好可以控制的内存并不难，但需要对配 置的含义非常清楚。

像前面展示的，按下面的步骤来配置内存：

1. 确定可以使用的内存上限。
2. 确定每个连接MySQL需要使用多少内存，例如排序缓冲和临时表。
3. 确定操作系统需要多少内存才够用。包括同一台机器上其他程序使用的内存，如定 时任务。
4. 把剩下的内存全部给MySQL的缓存，例如InnoDB的缓冲池，这样做很有意义。

我们将在后面的章节详细说明这些步骤，然后我们对各种MySQL的缓存需求做更细节 的分析。

841 MySQL可以使用多少内存

在任何给定的操作系统上，MySQL都有允许使用的内存上限。基本出发点是机器上安 装了多少物理内存。如果服务器就没装这么多内存，MySQL肯定也不能用这么多内存。

还需要考虑操作系统或架构的限制，如32位操作系统对一个给定的进程可以处理多少内 存是有限制的。因为MySQL是单进程多线程的运行模式，它整体可用的内存量也许会 国〉受操作系统位数的严格限制一一例如，32位Linux内核通常限制任意进程可以使用的内

存量在2.5GB〜2.7GB范围内。运行时地址空间溢出是非常危险的，可能导致MySQL 崩溃。现在这种情况非常难得一见，但以前这种情况很常见。

'有许多其他的操作系统——特殊的参数和古怪的事情必须考虑到，例如不只是每个进

注 **8 ：** 例如 **Join Buffer / Sort Buffer** 等。 译者注

程有限制，而且堆栈大小和其他设置也有限制。系统的g〃阮库也可能限制每次分配的 内存大小。例如，若g〃吳库支持单次分配的最大大小是2GB,那么可能就无法设置 innodb buffer pool 的值大于 2 GBO

即使在64位服务器上，依然有一些限制。例如，许多我们讨论的缓冲区，如键缓存（Key Buffer）,在5.0以及更早的MySQL版本上，有4GB的限制，即使在64位服务器上也 是如此。在MySQL 5.1中，部分限制被取消了，在MySQL手册中记载了每个变量的最 大值，有需要可以查阅。

8.4.2每个连接需要的内存

MySQL保持一个连接（线程）只需要少量的内存。它还要求一个基本量的内存来执行 任何给定査询。你需要为高峰时期执行的大量査询预留好足够的内存。否则，査询执行 可能因为缺乏内存而导致执行效率不佳或执行失败。

知道在高峰时期MySQL将消耗多少内存是非常有用的，但一些习惯性用法可能意外地 消耗大量内存，这使得对内存使用量的预测变得比较困难。绑定变量就是一个例子，因 为可以一次打开很多绑定变量语句。另一个例子是InnoDB数据字典（关于这个后面我 们再细说）。

当预测内存峰值消耗时，没必要假设一个最坏情况。例如，配置MySQL允许最多100 个连接，在理论上可能出现100个连接同时在运行很大的査询，但在现实情况中，这可 能不会发生。例如，设置myisam sort buffer size 256MB,最差情况下至少需要使 用25 GB内存，但这种最差情况在实际中几乎是不可能发生的。使用了许多大的临时表 或复杂存储过程的査询，通常是导致高内存消耗最可能的原因。

相对于计算最坏情况下的开销，更好的办法是观察服务器在真实的工作压力下使用了多 少内存，可以在进程的虚拟内存大小那里看到。在许多类UNIX系统里，可以观察mp 命令中的VIRT列，或者ps命令中的VSZ列的值。下一章有更多关于如何监视内存使用 情况的信息。

8.4.3为操作系统保留内存

**<34T|**

跟査询一样，操作系统也需要保留足够的内存给它工作。如果没有虚拟内存正在交换 （Paging）到磁盘，就是表明操作系统内存足够的最佳迹象。（关于这个话题，请参阅下 一章。）

至少应该为操作系统保留1GB〜2GB的内存——如果机器内存更多就再多预留一些。 我们建议2 GB或总内存的5%作为基准，以较大者为准。为了安全再额外增加一些预留， 并且如果机器上还在运行内存密集型任务（如备份），则可以再多增加一些预留。不要 为操作系统的缓存增加任何内存，因为它们可能会变得非常大。操作系统通常会利用所 有剩下的内存来做文件系统缓存，我们认为，这应该从操作系统自身的需求里分离出来。

8.4.4为缓存分配内存

如果服务器只运行MySQL,所有不需要为操作系统以及査询处理保留的内存都可以用 作MySQL缓存。

相比其他，MySQL需要为缓存分配更多的内存。它使用缓存来避免磁盘访问，磁盘访 问比内存访问数据要慢得多。操作系统可能会缓存一些数据，这对MySQL有些好处（尤 其是对MylSAM）,但是MySQL自身也需要大量内存。

下面是我们认为对大部分情况来说最重要的缓存：

* InnoDB缓冲池
* InnoDB日志文件和MylSAM数据的操作系统缓存
* MylSAM键缓存
* 査询缓存
* 无法手工配置的缓存，例如二进制日志和表定义文件的操作系统缓存

还有些其他缓存，但是它们通常不会使用太多内存。我们在前面的章节中讨论了査询缓 存（Query Cache）的细节，所以接下来的部分我们专注于InnoDB和MylSAM良好工 作需要的缓存。

如果只使用单一存储引擎，配置服务器就简单多了。如果只使用MylSAM表，就可以完 全关闭InnoDB,而如果只使用InnoDB,就只需要分配最少的资源给MylSAM （MySQL 内部系统表采用MylSAM）o但是如果正混合使用各种存储引擎，就很难在它们之间找 到恰当的平衡。我们发现最好的办法是先做一个有根据的猜测，然后在运行中观察服务 器（再进行调整）。

项D 8.4.5 InnoDB 缓冲池（Buffer Pool）

如果大部分都是InnoDB表，InnoDB缓冲池或许比其他任何东西更需要内存。InnoDB 缓冲池并不仅仅缓存索引：它还会缓存行的数据、自适应哈希索引、插入缓冲（Insert Buffer）、锁，以及其他内部数据结构。InnoDB还使用缓冲池来帮助延迟写入，这样就 能合并多个写入操作，然后一起顺序地写回。总之，InnoDB严重依赖缓冲池，你必须 确认为它分配了足够的内存，通常就像这一章前面展示的那样处理。可以使用通过SHOW 命令得到的变量或者例如*innotop*这样的工具监控InnoDB缓冲池的内存利用情况。

如果数据量不大，并且不会快速增长，就没必要为缓冲池分配过多的内存。把缓冲池配 置得比需要缓存的表和索引还要大很多实际上没有什么意义。当然，对一个迅速增长的 数据库做超前的规划没有错，但有时我们也会看到一个巨大的缓冲池只缓存一点点数据， 这就没有必要了。

很大的缓冲池也会带来一些挑战，例如，预热和关闭都会花费很长的时间。如果有很 多脏页在缓冲池里，InnoDB关闭时可能会花费较长的时间，因为在关闭之前需要把脏 页写回数据文件。也可以强制快速关闭，但是重启时就必须多做更多的恢复工作，也 就是说无法同时加速关闭和重启两个动作。如果事先知道什么时候需要关闭InnoDB, 可以在运行时修改innodb\_max\_dirty\_pages\_pct变量，将值改小，等待刷新线程清理 缓冲池，然后在脏页数量较少时关闭。可以监控the Innodb\_buffer\_pool\_pages\_dirty 状态变量或者使用Mmtop来监控SHOW INNODB STATUS来观察脏页的刷新量。

更小的innodb max dirty pages pct变量值并不保证InnoDB将在缓冲池中保持更少 的脏页。它只是控制InnoDB是否可以"偷懒（Lazy）”的阈值。IrmoDB默认通过一个 后台线程来刷新脏页，并且会合并写入，更高效地顺序写出到磁盘。这个行为之所以 被称为“偷懒（Lazy）”，是因为它使得InnoDB延迟了缓冲池中刷写脏页的操作，直到 一些其他数据必须使用空间时才刷写。当脏页的百分比超过了这个阈值，InnoDB将快 速地刷写脏页，尝试让脏页的数量更低。当事务日志没有足够的空间剩余时，InnoDB 也将进入“激烈刷写（Furious Flushing）M模式,这就是大日志可以提升性能的一个原因。

当有一个很大的缓冲池，重启后服务器也许需要花很长的时间（几个小时甚至几天）来 预热缓冲池，尤其是磁盘很慢的时候。在这种情况下，可以利用Percona Server的功能 来重新载入缓冲池的页注七从而节省时间。这可以让预热时间减少到几分钟。MySQL 5.6 也提供了一个类似的功能。这个功能对复制尤其有好处，因为单线程复制导致备库需要 额外的预热时间。

如果不能使用Percona Server的快速预热功能，也可以在重启后立刻进行全表扫描或者 索引扫描，把索引载入缓冲池。这是比较粗暴的方式，但是有时候比什么都不做还是要 好。可以使用init\_file设置来实现这个功能。把SQL放到一个文件里，然后当MySQL 启动的时候来执行。文件名必须在init\_file选项中指定,文件中可以包含多条SQL命令， 每一条单独一行（不允许使用注释）。

注 **9 :** 这个功能是 **Dump/Restore of the Buffer Pool,**详情查看：*[http://www.percona.com/doc^ercona-server/5.5/](http://www.percona.com/doc%5eercona-server/5.5/)*

*management/innodb\_lru\_dump\_restore.html0* 译者注

8.4.6 MylSAM 键缓存(Key Caches)

MylSAM的键缓存也被称为键缓冲，默认只有一个键缓存，但也可以创建多个。不像 InnoDB和其他一些存储引擎，MylSAM自身只缓存索引，不缓存数据(依赖操作系统 缓存数据)。如果大部分是MylSAM表，就应该为键缓存分配比较多的内存。

最重要的配置项是key\_buffer\_sizeo任何没有分配给它的内存注都可以被操作系统缓 存利用。MySQL 5.0有一个规定的有效上限是4GB,不管系统是什么架构。MySQL 5.1 允许更大的值。可以査看正在使用的MySQL版本的官方手册来了解这个限制。

在决定键缓存需要分配多少内存之前，先去了解MylSAM索引实际上占用多少磁盘 空间是很有帮助的。肯定不需要把键缓冲设置得比需要缓存的索引数据还大。査询 INFORMATION\_SCHEMA表的INDEX\_LENGTH字段，把它们的值相加，就可以得到索引存储 占用的空间：

SELECT SUM(INDEX\_LENGTH) FROM INFORMATION\_SCHEMA.TABLES WHERE ENGINE='MYISAM‘；

如果是类UNIX系统，也可以使用下面的命令：

**$ du -sch 'find /path/to/mysql/data/directory/ -name**

应该把键缓存设置得多大？不要超过索引的总大小，或者不超过为操作系统缓存保留总 内存的25%〜50%,以更小的为准。

默认情况下，MylSAM将所有索引都缓存在默认键缓存中，但也可以创建多个命名的键 缓冲。这样就可以同时缓存超过4GB的内存。如果要创建名为key\_buffer\_l和key\_ buffer\_2的键缓冲，每个大小为1GB,则可以在配置文件中添加如下配置项：

key\_buffer\_l.key\_buffer\_size = 1G

key\_buffer\_2.key\_buffer\_size = 1G

现在有了三个键缓冲：两个由这两行配置明确定义，还有一个是默认键缓冲。可以使用 CACHE INDEX命令来将表映射到对应的缓冲区。使用下面的语句，让MySQL使用key\_ buffer l缓冲区来缓存tl和t2表的索引：

mysql> **CACHE INDEX tl, t2 IN key\_buffer\_l;**

[152> 现在当MySQL从这些表的索引读取块时，将会在指定的缓冲区内缓存这些块。也可以 把表的索引预载入到缓存中，通过init\_file设置或者LOAD INDEX命令：

mysql> **LOAD INDEX INTO CACHE tl, t2;**

注**10：**当然还要排除各种操作系统自身占用的内存，还有**MySQL**自身占用的内存等。——译者注 任何没明确指定映射到哪个键缓冲区的索引，在MySQL第一次需要访问.MYZ文件的时 候，都会被分配到默认缓冲区。

可以通过SHOW STATUS和SHOW VARIABLES命令的信息来监控键缓冲的使用情况。下面的 公式可以计算缓冲区的使用率：

100 - ( (Key\_blocks\_unused \* key\_cache\_block\_size) \* 100 / key\_buffer\_size )

如果服务器运行了很长一段时间后，还是没有使用完所有的键缓冲，就可以把缓冲区调 小一点。

键缓冲命中率有什么意义？正如我们之前解释的那样，这个数字没什么用。例如，99% 和99.9%之间看起来差别很小，但实际上代表了 10倍的差距。缓存命中率也是和应用 相关的:有些应用可以在95%的命中率下工作良好，但是也有些应用可能是I/O密集型的， 必须在99.9%的命中率下工作。甚至有可能在恰当大小的缓存设置下获得99.99%的命 中率。

从经验上来说，每秒缓存未命中的次数要更有用。假定有一个独立的磁盘，每秒可以做 100个随机读。每秒5次缓存未命中可能不会导致I/O繁忙，但是每秒80次缓存未命中 则可能出现问题。可以使用下面的公式来计算这个值：

Key\_reads / Uptime

通过间隔10〜100秒来计算这段时间内缓存未命中次数的增量值，可以获得当前性能 的情况。下面的命令可以每10秒钟获取一次状态值的变化量：

**$ mysqladmin extended-status -r -i 10 | grep Key\_reads**

记住，MylSAM使用操作系统缓存来缓存数据文件，通常数据文件比索引要大。因此, 把更多的内存保留给操作系统缓存而不是键缓存是有意义的。即使你有足够的内存来缓 存所有索引，并且键缓存命中率很低，当MySQL尝试读取数据文件时(不是索引文件)， 在操作系统层还是可能发生缓存未命中，这对MySQL完全透明，MySQL并不能感知到。 因此，这种情况下可能会有大量数据文件缓存未命中，这和索引的键缓存未命中率是完 全不相关的。

最后，即使没有任何MylSAM*表,*依然需要将key\_buffer\_size设置为较小的值，例如 32M。MySQL服务器有时会在内部使用MylSAM表，例如GROUP BY语句可能会使用 MylSAM做临时表。

區> MySQL键缓存块大小(Key Block Size)

块大小也是很重要的’(尤其是写密集型负载)，因为它影响了 MylSAM、操作系统缓 存，以及文件系统之间的交互。如果缓存块太小了，可能会碰到写时读取(read.around write),就是操作系统在执行写操作之前必须先从磁盘上读取一些数据。下面说明一下 这种情况是怎么发生的，假设操作系统的页大小是4KB (在x86架构上通常都是这样)， ' 并且索引块大小是1KB :

1. MylSAM请求从磁盘上读取1KB的块。
2. 操作系统从磁盘上读取4KB的数据并缓存，然后发送需要的1KB数据给MylSAMo
3. 操作系统丢弃缓存数据以给其他数据腾出缓存。
4. MylSAM修改1KB的索引块，然后请求操作系统把它写回磁盘。
5. 操作系统从磁盘读取同一个4KB的数据，写入操作系统缓存，修改MylSAM改动 的这1KB数据，然后把整个4KB的块写回磁盘。

在第5步中，当MylSAM请求操作系统去写4KB页的部分内容时，就发生了写时读取 (read-around write) o如果MylSAM的块大小跟操作系统的相匹配，在第5步的磁盘读 就可以避免注“。

很遗憾，MySQL 5.0以及更早的版本没有办法配置索引块大小。但是，在MySQL 5.1 以及更新版本中，可以设置MylSAM的索引块大小跟操作系统一样，以避免写时读取。 myisam\_block\_size变量控制着索引块大小。也可以指定每个索引的块大小，在CREATE TABLE或者CREATE INDEX语句中使用KEY\_BLOCK\_SIZE选项即可，但是因为同一个表的 所有索引都保存在同一个文件中，因此该表所有索引的块大小都需要大于或者等于操作 系统的块大小，才能避免由于边界对齐导致的写时读取。(例如，若同一个表的两个索引， 一个块大小是1KB,另一个是4KB。那么4KB的索引块边界很可能和操作系统的页边 界是不对齐的，这样还是会发生写时读取。)

8.4.7线程缓存

线程缓存保存那些当前没有与连接关联但是准备为后面新的连接服务的线程。当一个新 的连接创建时，如果缓存中有线程存在，MySQL从缓存中删除一个线程，并且把它分 配给这个新的连接。当连接关闭时，如果线程缓存还有空间的话，MySQL又会把线程 ^54> 放回缓存。如果没有空间的话，MySQL会销毁这个线程。只要MySQL在缓存里还有空 闲的线程，它就可以迅速地响应连接请求，因为这样就不用为每个连接创建新的线程。

注**11：**理论上，如果能确认原生**4KB**的数据依然在操作系统缓存中，读操作就不需要了。然而，你没法 控制操作系统把哪些块放到缓存中。通过*fincore* **X**具可以看到哪些块在缀存中，地址在:*http:// net. doit. wise. edu/~plonka/fincore/o* thread cache size变量指定了 MySQL可以保持在缓存中的线程数。一般不需要配置这 个值，除非服务器会有很多连接请求。要检査线程缓存是否足够大，可以査看Threads, created状态变量。如果我们观察到很少有每秒创建的新线程数少于10个的时候，通常 应该尝试保持线程缓存足够大，但是实际上经常也可能看到每秒少于1个新线程的情况。

一个好的办法是观察Threads connected变量并且尝试设置thread\_cache\_size足够大 以便能处理业务压力正常的波动。例如，若Threads\_connected通常保持在100 ~ 120, 则可以设置缓存大小为20。如果它保持在500 ~ 700, 200的线程缓存应该足够大了。 可以这样认为：在700个连接的时候，可能没有线程在缓存中；在500个连接的时候， 有200个缓存的线程准备为负载再次增加到700个连接时使用。

把线程缓存设置得非常大在大部分时候是没有必要的，但是设置得很小也不能节省太多 内存，所以也没什么好处。每个在线程缓存中的线程或者休眠状态的线程，通常使用 256KB左右的内存。相对于正在处理査询的线程来说，这个内存不算很大。通常应该保 证线程缓存足够大，以避免Threads\_created频繁增长。如果这个数字很大（例如，几 千个线程），可能需要把thread\_cache\_size设置得稍微小一些，因为一些操作系统不能 很好地处理庞大的线程数，即使其中大部分是休眠的。

8.4.8 表缓存（Table Cache）

表缓存和线程缓存的概念是相似的，但存储的对象代表的是表。每个在缓存中的对象包 含相关表.斤m文件的解析结果，加上一些其他数据。准确地说，在对象里的其他数据的 内容依赖于表的存储引擎。例如，对MylSAM,是表的数据和索引的文件描述符。对于 Merge表则可能是多个文件描述符，因为Merge表可以有很多的底层表。

表缓存可以重用资源。举个实际的例子，当一个查询请求访问一张MylSAM表， MySQL也许可以从缓存的对象中获取到文件描述符。尽管这样做可以避免打开一个文 件描述符的开销，但这个开销其实并不大。打开和关闭文件描述符在本地存储是很快的， 服务器可以轻松地完成每秒100万次的操作（尽管这跟网络存储不同）。对MylSAM表 来说，表缓存的真正好处是，可以让服务器避免修改MylSAM文件头来标记表“正在使 用中”注”。

表缓存的设计是服务器和存储引擎之间分离不彻底的产物，属于历史问题。表缓存对＜35^ InnoDB重要性就小多了，因为InnoDB不依赖它来做那么多的事（例如持有文件描述符，

注**12：** “打开的表**（Opened Table）”**的概念，可能有点混乱。当不同的查询同时访问一张表，或者是一个 单独的查询引用同一张表超过一次，比如子查询或者自关联，**MySQL**都会对一张表作为打开状态 多次计数。**MylSAM**表的索引文件包含一个计数器，**MylSAM**表打开时递增，关闭时递减。这使 得对于**MylSAM**表可以看到是不是关闭干净了 ：如果首次打开一个表，计数器不为零，说明表没 有关闭干净。

InnoDB有自己的表缓存版本）。尽管如此，InnoDB也能从缓存解析的•力th文件中获益。

在MySQL 5.1版本中，表缓存分离成两部分：一个是打开表的缓存，一个是表定义缓存 （通过table\_open\_cache和table\_definition\_cache变量来配置）。其结果是,表定义（解 析.frm文件的结果）从其他资源中分离出来了，例如表描述符。打开的表依然是每个线程、 每个表用的，但是表定义是全局的，可以被所有连接有效地共享。通常可以把table. definition\_cache设置得足够高，以缓存所有的表定义。除非有上万张表，否则这可能 是最简单的方法。

如果Opened\_tables状态变量很大或者在增长，可能是因为表缓存不够大，那么可以人 为增加table\_cache系统变量（或者是MySQL 5.1中的table\_open\_cache）o然而，当 创建和删除临时表时，要注意这个计数器的增长，如果经常需要创建和删除临时表，那 么该计数器就会不停地增长。

把表缓存设置得非常大的缺点是，当服务器有很多MylSAM表时，可能会导致关机时间 较长，因为关机前索引块必须完成刷新，表都必须标记为不再打开。同样的原因，也可 能使FLUSH TABLES WITH READ LOCK操作花费很长一段时间。更为严重的是，检査表缓 .存算法不是很有效，稍后会更详细地说明。

如果遇到MySQL无法打开更多文件的错误（可以使用*perror*工具来检查错误号代表的 含义），那么可能需要增加MySQL允许打开文件的数量。这可以通过在勿乂丝/文件中设 置open\_files\_limit服务器变量来实现。

线程和表缓存实际上用的内存并不多，相反却可以有效节约资源。虽然创建一个新线程 或者打开一个新的表，相对于其他MySQL操作来说代价并不算高，但它们的开销是会 累加的。所以缓存线程和表有时可以提升效率。

ri56> 8.4.9 InnoDB 数据字典（Data Dictionary）

InnoDB有自己的表缓存，可以称为表定义缓存或者数据字典，在目前的MySQL版本 中还不能对它进行配置。当InnoDB打开一张表，就增加了一个对应的对象到数据字典。 每张表可能占用4KB或者更多的内存（尽管在MySQL 5.1中对空间的需求小了很多）。 当表关闭的时候也不会从数据字典中移除它们。

因此，随着时间的推移，服务器可能出现内存泄露，导致数据字典中的元素不断地增长。 但这不是真的内存泄露，只是没有对数据字典实现任何一种缓存过期策略。通常只有当 有很多（数千或数万）张大表时才是个问题。如果这个问题有影响，可以使用Percona Server,有一个选项可以控制数据字典的大小，它会从数据字典中移除没有使用的表。 MySQL 5.6尚未发布的版本中也有个类似的功能。

另一个性能问题是第一次打开表时会计算统计信息，这需要很多I/O操作，所以代 价很高。相比MylSAM, InnoDB没有将统计信息持久化，而是在每次打开表时重新 计算，在打开之后，每隔一段过期时间或者遇到触发事件（改变表的内容或者査询 INFORMATION\_SCHEMA表，等等），也会重新计算统计信息。如果有很多表，服务器可能 会花费数个小时来启动并完全预热，在这个时候服务器可能花费更多的时间在等待I/O 操作，而不是做其他事。可以在Percona Server （在MySQL 5.6中也可以，但是叫做 innodb\_analyze\_is\_persistent）中打开 innodb use sys stats table 选项来持久化存 储统计信息到磁盘，以解决这个问题。

即使在启动之后，InnoDB统计操作还可能对服务器和一些特定的査询产生冲击。可以 关闭innodb stats on metadata选项来避免耗时的表统计信息刷新。当例如IDE这样 的工具执行INFORMATION\_SCHEMA表的査询时，关闭这个选项后的表现是很不一样的（当 然是快了不少）。

如果设置了 InnoDB的innodb file per table选项（后面会描述），InnoDB任意时刻 可以保持打开.汕d文件的数量也是有其限制的。这由InnoDB存储引擎负责，而不是 MySQL服务器管理，并且由innodb\_open\_files来控制。InnoDB打开文件和MylSAM 的方式不一样，MylSAM用表缓存来持有打开表的文件描述符，而InnoDB在打开表和 打开文件之间没有直接的关系。InnoDB为每个.汕d文件使用单个、全局的文件描述符。 如果可以，最好把innodb\_open\_files的值设置得足够大以使服务器可以保持所有的.姑d 文件同时打开。

8.5配置MySQL的I/O行为

有一些配置项影响着MySQL怎样同步数据到磁盘以及如何做恢复操作。这些操作对性 能的影响非常大，因为都涉及到昂贵的I/O操作。它们也表现了性能和数据安全之间的 权衡。通常，保证数据立刻并且一致地写到磁盘是很昂贵的。如果能够冒一点磁盘写可 能没有真正持久化到磁盘的风险，就可以增加并发性和减少I/O等待，但是必须决定可 以容忍多大的风险。

1. InnoDB I/O 配置

InnoDB不仅允许控制怎么恢复，还允许控制怎么打开和刷新数据（文件），这会对恢复 和整体性能产生巨大的影响。尽管可以影响它的行为，InnoDB的恢复流程实际上是自 动的，并且经常在InnoDB启动时运行。撇开恢复并假设InnoDB没有崩溃或者出错, InnoDB依然有很多需要配置的地方。它有一系列复杂的缓存和文件设计可以提升性能, 以及保证ACID特性，并且每一部分都是可配置的，图8・1阐述了这些文件和缓存。

对于常见的应用，最重要的一小部分内容是InnoDB 0志文件大小、IimoDB怎样刷新它 的日志缓冲，以及InnoDB怎样执行I/Oo
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写事务日志
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**Innodb I/O** 线程

图8・1： InnoDB的缓存和文件

InnoDB事务日志

InnoDB使用日志来减少提交事务时的开销。因为日志中已经记录了事务，就无须在每 个事务提交时把缓冲池的脏块刷新（flush）到磁盘中。事务修改的数据和索引通常会映 射到表空间的随机位置，所以刷新这些变更到磁盘需要很多随机I/Oo InnoDB假设使用 的是常规磁盘（机械磁盘），随机I/O比顺序I/O要昂贵得多，因为一个I/O请求需要时 间把磁头移到正确的位置，然后等待磁盘上读出需要的部分，再转到开始位置。

InnoDB用日志把随机I/O变成顺序I/O。一旦日志安全写到磁盘，事务就持久化了，即 使变更还没写到数据文件。如果一些糟糕的事情发生了（例如断电了），InnoDB可以重 放日志并且恢复已经提交的事务。

当然，InnoDB最后还是必须把变更写到数据文件，因为日志有固定的大小。IimoDB的 日志是环形方式写的：当写到日志的尾部，会重新跳转到开头继续写，但不会覆盖还没 应用到数据文件的日志记录，因为这样做会清掉已提交事务的唯一持久化记录。

InnoDB使用一个后台线程智能地刷新这些变更到数据文件。这个线程可以批量组合写入， 使得数据写入更顺序，以提高效率。实际上，事务日志把数据文件的随机I/O转换为几 乎顺序的日志文件和数据文件I/O。把刷新操作转移到后台使査询可以更快完成，并且 缓和査询高峰时I/O系统的压力。

整体的日志文件大小受控于innodb log file size和innodb\_log\_files\_in\_group两个参 **< 358 |** 数，这对写性能非常重要。日志文件的总大小是每个文件的大小之和。默认情况下，只 有两个5MB的文件，总共10MBo对高性能工作来说这太小了。至少需要几百MB,或 者甚至上GB的日志文件。

InnoDB使用多个文件作为一组循环日志。通常不需要修改默认的日志数量，只修改每个 日志文件的大小即可。要修改日志文件大小，需要完全关闭MySQL,将旧的日志文件 移到其他地方保存，重新配置参数，然后重启。一定要确保MySQL干净地关闭了，或 者还有日志文件可以保证需要应用到数据文件的事务记录，否则数据库就无法恢复了！ 当重启服务器的时候，査看MySQL的错误日志。在重启成功之后，才可以删除旧的日 志文件。

日志文件大小和日志缓存。要确定理想的日志文件大小，必须权衡正常数据变更的开销 和崩溃恢复需要的时间。如果日志太小，InnoDB将必须做更多的检査点，导致更多的 日志写。在极个别情况下，写语句可能被拖累，在日志没有空间继续写入前，必须等待 变更被应用到数据文件。另一方面，如果日志太大了，在崩潰恢复时InnoDB可能不得 不做大量的工作。这可能极大地增加恢复时间，尽管这个处理在新的MySQL版本中已 经改善很多。

数据大小和访问模式也将影响恢复时间。假设有一个1TB的数据和16GB的缓冲池，并 <M] 且全部日志大小是128MB。如果缓冲池里有很多脏页（例如，页被修改了还没被刷写 回数据文件），并且它们均匀地分布在1TB数据中，崩潰后恢复将需要相当长一段时间。

InnoDB必须从头到尾扫描日志，仔细检査数据文件，如果需要还要应用变更到数据文 件。这是很庞大的读写操作！另一方面，如果变更是局部性的——就是说，如果只有几 百MB数据被频繁地变更诙复可能就很快，即使数据和日志文件很大。恢复时间也 依赖于普通修改操作的大小，这跟数据行的平均长度有关系。较短的行使得更多的修改 可以放在同样的日志中，所以InnoDB可能必须在恢复时重放更多修改操作注13o

当InnoDB变更任何数据时，会写一条变更记录到内存日志缓冲区。在缓冲满的时候、 事务提交的时候，或者每一秒钟，InnoDB都会刷写缓冲区的内容到磁盘日志文件—— 无论上述三个条件哪个先达到。如果有大事务，增加日志缓冲区（默认1MB）大小可以

注**13 ：** 对于好奇的人，**Percona Server**的**innodb\_recovery stats**选项可以帮助你从执行崩溃恢复的立场 来理解服务器的工作负载。 - -

帮助减少I/Oo变量innodb\_log\_buffer\_size可以控制日志缓冲区的大小。

通常不需要把日志缓冲区设置得非常大。推荐的范围是1MB〜8MB, 一般来说足够了， 除非要写很多相当大的BLOB记录。相对于InnoDB的普通数据，日志条目是非常紧凑的。

它们不是基于页的，所以不会浪费空间来一次存储整个页。InnoDB也使得日志条目尽 可能地短。有时甚至会保存为函数号和C函数的参数！

较大的日志缓冲区在某些情况下也是有好处的：可以减少缓冲区中空间分配的争用。当 配置一台有大内存的服务器时，有时简单地分配32MB〜128MB的日志缓冲，因为花 费这么点相对（整机）而言比较小的内存并没有什么不好，还可以帮助避免压力瓶颈。 如果有问题，瓶颈一般会表现为日志缓冲Mutex的竞争。

可以通过检査SHOW INNODB STATUS的输出中LOG部分来监控InnoDB的日志和日志缓冲 区的I/O性能，通过观察Innodb os log written状态变量来査看InnoDB对日志文件 写出了多少数据。一个好用的经验法则是，査看10〜100秒间隔的数字，然后记录峰值。

可以用这个来判断日志缓冲是否设置得正好。例如，若看到峰值是每秒写100KB数据到 日志，那么1MB的日志缓冲可能足够了。也可以使用这个衡量标准来决定日志文件设 置多大会比较好。如果峰值是100KB/S,那么256MB的日志文件足够存储至少2 560秒 [160> 的日志记录。这看起来足够了。作为一个经验法则，日志文件的全部大小，应该足够容

纳服务器一个小时的活动内容。

InnoDB怎样刷新日志缓冲。当InnoDB把日志缓冲刷新到磁盘日志文件时，先会使用一 个Mutex锁住缓冲区，刷新到所需要的位置，然后移动剩下的条目到缓冲区的前面。当

Mutex释放时，可能有超过一个事务已经准备好刷新其日志记录o InnoDB有一个Group Commit功能，可以在一个I/O操作内提交多个事务，但是在MySQL 5.0中当打开二进 制日志时这个功能就不能用了。我们在前一章写了一些关于Group Commit的东西。

日志缓冲必须被刷新到持久化存储，以确保提交的事务完全被持久化了。如果和持久相 比更在乎性能，可以修改innodb\_flush\_log\_at\_trx\_commit变量来控制日志缓冲刷新的 频繁程度。可能的设置如下：

0

把日志缓冲写到日志文件，并且每秒钟刷新一次，但是事务提交时不做任何事。

1

将日志缓冲写到日志文件,并且每次事务提交都刷新到持久化存储。这是默认的（并 且是最安全的）设置，该设置能保证不会丢失任何已经提交的事务，除非磁盘或者 操作系统是“伪”刷新。

每次提交时把日志缓冲写到日志文件，但是并不刷新。InnoDB每秒钟做一次刷新。

0与2最重要的不同是（也是为什么2是更合适的设置），如果MySQL进程“挂了”， 2不会丢失任何事务。如果整个服务器“挂了”或者断电了，则还是可能会丢失一 些事务。

了解清楚“把日志缓冲写到日志文件”和“把日志刷新到持久化存储”之间的不同是很 重要的。在大部分操作系统中，把缓冲写到日志只是简单地把数据从InnoDB的内存缓 冲转移到了操作系统的缓存，也是在内存里，并没有真的把数据写到了持久化存储。

因此，如果MySQL崩溃了或者电源断电了，设置0和2通常会导致最多一秒的数据丢失， 因为数据可能只存在于操作系统的缓存。我们说“通常”，因为不论如何InnoDB会每秒 尝试刷新日志文件到磁盘，但是在一些场景下也可能丢失超过1秒的事务，例如当刷新 被推迟了。

与此相反，把日志刷新到持久化存储意味着InnoDB请求操作系统把数据刷出缓存，并 且确认写到磁盘了。这是一个阻塞I/O的调用，直到数据被完全写回才会完成。因为写 数据到磁盘比较慢，当innodb\_flush\_log\_at\_trx\_commit被设置为1时，可能明显地降 <36F] 低InnoDB每秒可以提交的事务数。今天的高速驱动器注14可能每秒只能执行一两百个磁 盘事务，受限于磁盘旋转速度和寻道时间。

有时硬盘控制器或者操作系统假装做了刷新，其实只是把数据放到了另一个缓存，例如 磁盘自己的缓存。这更快但是很危险，因为如果驱动器断电，数据依然可能丢失。这甚 至比设置innodb\_flush\_log\_at\_trx\_commit为不为1的值更糟糕，因为这可能导致数据 损坏，不仅仅是丢失事务。

设置innodb\_flush\_log\_at\_trx\_commit 不为1的值可能导致丢失事务。然而，如果 不在意持久性（ACID中的D）,那么设置为其他的值也是有用的。也许你只是想拥有 InnoDB的其他一些功能，例如聚簇索引、防止数据损坏，以及行锁。但仅仅因为性能 原因用InnoDB替换MylSAM的情况也并不少见。

高性能事务处理需要的最佳配置是把innodb\_flush\_log\_at\_t rx\_commit设置为1且把日 志文件放到一个有电池保护的写缓存的RAID卷中。这兼顾了安全布I速度。事实上，我 们敢说任何希望能扛过高负荷工作负载的产品数据库服务器，都需要有这种类型的硬件。

Percona Server扩展了 innodb flush log at trx commit变量，使得它成为一个会话级变 量，而不是一个全局变量。这允许有不同的性能和持久化要求的应用，可以使用同样的

注**14：**我们说的是基于旋转盘片的机械磁盘，不是**SSD**盘，它们的性能特点完全不一样。

数据库，同时又避免了标准MySQL提供的一刀切的解决方案。

InnoDB怎样打开和刷新日志以及数据文件

使用innodb\_flush\_method选项可以配置InnoDB如何跟文件系统相互作用。从名字来看， 会以为只能影响InnoDB怎么写数据，实际上还影响了 InnoDB怎么读数据。Windows 和非Windows的操作系统对这个选项的值是互斥的：async unbuffered. unbuffered 和normal只能在Windows下使用，并且Windows下不能使用其他的值。在Windows 下默认值是unbuffered,其他操作系统都是fdatasynco (如果SHOW GLOBAL VARIABLES 显示这个变量为空，意味着它被设置为默认值了。)
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这是个有点难以理解的选项，因为它既影响日志文件，也影响数据文件，而且有时候对 国〉不同类型的文件的处理也不一样。如果有一个选项来配置日志，另一个选项来配置数据 文件，这样最好了，但实际上它们混合在同一个配置项中。

下面是一些可能的值：

fdatasync

这在非Windows系统上是默认值：InnoDB用fsync()来刷新数据和日志文件。 InnoDB通常用fsyncf)代替fdatasyncO,即使这个值似乎表达的是相反的意思。 fdatasyncO跟fsync()相似，但是只刷新文件的数据，而不包括元数据(最后修 改时间，等等)。因此，fsyncO会导致更多的I/O。然而InnoDB的开发者都很保守， 他们发现某些场景下fdatasynco会导致数据损坏。InnoDB决定了哪些方法可以更 安全地使用，有一些是编译时设置的，也有一些是运行时设置的。它使用尽可能最 快的安全方法。

使用fsyncO的缺点是操作系统至少会在自己的缓存中缓冲一些数据。理论上，这 种双重缓冲是浪费的，因为InnoDB管理自己的缓冲比操作系统能做的更加智能。 然而，最后的影响跟操作系统和文件系统非常相关。如果能让文件系统做更智能的 I/O调度和批量操作，双重缓冲可能并不是坏事。有的文件系统和操作系统可以积累 写操作后合并执行，通过对I/O重新排序来提升效率，或者并发写入多个设备。它 们也可能做预读优化，例如，若连续请求了几个顺序的块，它会通知硬盘预读下一 个块。

有时这些优化有帮助，有时没有。如果你好奇你的系统中的fsync()会做哪些具体 的事，可以阅读系统的帮助手册，看下fsync(2)o

innodb\_file\_per\_table选项会导致每个文件独立地做fsync(),这意味着写多个表 不能合并到一个I/O操作。这可能导致InnoDB执行更多的fsync()操作。

0\_DIRECT

InnoDB对数据文件使用0 DIRECT标记或directio()函数，这依赖于操作系统。这 个设置并不影响日志文件并且不是在所有的类UNIX系统上都有效。但至少GNU/ Linux、FreeBSD,以及Solaris(5.0以后的新版本)是支持的。不像0\_DSYNC标记， 它同时会影响读和写。

这个设置依然使用fsyncO来刷新文件到磁盘，但是会通知操作系统不要缓存数据， 也不要用预读。这个选项完全关闭了操作系统缓存，并且使所有的读和写都直接通 过存储设备，避免了双重缓冲。 '

在大部分系统上，这个实现用fcntl()调用来设置文件描述符的0.DIRECT标记，所 以可以阅读fcntl(2)的手册页来了解系统上这个函数的细节。在Solaris系统，这 个选项用directioOo

如果RAID卡支持预读，这个设置不会关闭RAID卡的预读注七 这个设置只能关闭 操作系统和文件系统的预读。

如果使用0\_DIRECT选项,通常需要带有写缓存的RAID卡，并且设置为Write-Back <363] 策略注七因为这是典型的唯一能保持好性能的方法。当InnoDB和实际存储设备之 间没有缓冲时使用0\_DIRECT,例如当RAID卡没有写缓存时，可能导致严重的性能 下降。现在有了多个写线程，这个问题稍微小一点(并且MySQL 5.5提供了原生异 步I/O),但是通常还是有问题。

这个选项可能导致服务器预热时间变长,特别是操作系统的缓存很大的时候。也可 能导致小容量的缓冲池(例如，默认大小的缓冲池)比缓冲I/O (Buffered IO)方 式操作要慢的多。这是因为操作系统不会通过保持更多数据在自己的缓存中来“帮助” (提升性能)。如果需要的数据不在缓冲池，InnoDB将不得不直接从磁盘读取。

这个选项不会对innodb\_file\_per\_table产生任何额外的损失。相反，如果不用 innodb\_fiie\_per\_table,当使用0\_DIRECT时，可能由于一些顺序I/O而遭受性能损失。

这种情况的发生是因为一些文件系统(包括Linux所有的eH文件系统)每个inode 有一个Mutex。当在这些文件系统上使用0\_DIRECT时，确实需要打开innodb\_file\_ per\_tableo我们下一章会更深入地探究文件系统。

ALL\_O\_DIRECT

这个选项在Percona Server和MariaDB中可用。它使得服务器在打开日志文件时，也能

使用标准MySQL中打开数据文件的方式(O\_DIRECT)。

注**15 : RAID**卡的预读控制必须在**RAID**卡的设置中调整。——译者注

注**16：**就是写入会在**RAID**卡缓存上进行缓冲，不直接写到硬盘。——译者注

O\_DSYNC

这个选项使日志文件调用open()函数时设置O\_SYNC标记。它使得所有的写同步—— 换个说法，只有数据写到磁盘后写操作才返回。这个选项不影响数据文件。

0\_SYNC标记和O\_DIRECT标记的不同之处在于O\_SYNC没有禁用操作系统层的缓存。 因此，它没有避免双重缓冲，并且它没有使写操作直接操作到磁盘。用了 O\_SYNC标 记，在缓存中写数据，然后发送到磁盘。

使用0.SYNC标记做同步写操作，听起来可能跟fsyncO做的事情非常相似，但是它 们两个的实现无论在操作系统层还是在硬件层都非常不同。用了 0\_SYNC标记后，操 作系统可能把“使用同步I/O”标记下传给硬件层,告诉设备不要使用缓存。另一方面， fsyncO告诉操作系统把修改过的缓冲数据刷写到设备上，如果设备支持，紧接着 会传递一个指令给设备刷新它自己的缓存，所以，毫无疑问，数据肯定记录在了物 理媒介上。另一个不同是，用了 0\_SYNC的话，每个write()或pw「ite()操作都会 国〉 在函数完成之前把数据同步到磁盘，完成前函数调用是阻塞的。相对来看，不用0\_

SYNC标记的写入调用fsyncO允许写操作积累在缓存(使得每个写更快)，然后一 次性刷新所有的数据。

再一次吐槽下这个名称，这个选项设置0\_SYNC标记，不是0.DSYNC标记，因

为 InnoDB 开发者发现了 0\_DSYNC 的 Bugo 0\_SYNC 和 0\_DSYNC 类似于 fysnc()和 fdatasyncO : 0\_SYNC同时同步数据和元数据，但是0\_DSYNC只同步数据。

async\_unbuffered

这是Windows下的默认值。这个选项让InnoDB对大部分写使用没有缓冲的I/O ； 例外是当innodb\_flush\_log\_at\_trx\_commit设置为2的时候，对日志文件使用缓冲 I/0o

这个选项使得InnoDB在Windows 2000、XP,以及更新版本中对数据读写都使用操 作系统的原生异步(重叠的)I/Oo在更老的Windows版本中，InnoDB使用自己用 多线程模拟的异步I/O。

unbuffered

只对Windows有效。这个选项与async\_unbuffered类似，但是不使用原生异步I/O。 normal

只对Windows有效。这个选项让InnoDB不要使用原生异步I/O或者无缓冲I/O0 Nosync 和 littlesync

只为开发使用。这两个选项在文档中没有并且对生产环境来说不安全，不应该使用 这个。

如果这些看起来像是一堆不带建议的说明，那么下面是一些建议：如果使用类UNIX操 作系统并且RAID控制器带有电池保护的写缓存,我们建议使用O\_DIRECT。如果不是这样， 默认值或者0\_DIRECT都可能是最好的选择，具体要看应用类型。

InnoDB表空间

InnoDB把数据保存在表空间内，本质上是一个由一个或多个磁盘文件组成的虚拟文件 系统。ImioDB用表空间实现很多功能，并不只是存储表和索引。它还保存了回滚日志（旧 版本行）、插入缓冲（Insert Buffer）、双写缓冲（Doublewrite Buffer,后面的章节里就会 描述），以及其他内部数据结构。

配置表空间。通过innodb\_data\_file\_path配置项可以定制表空间文件。这些文件都放在 innodb\_data\_home\_dir指定的目录下。这是一个例子：

innodb\_data\_home\_dir = /var/lib/mysql/

innodb\_data\_file\_path = ibdatal:1G;ibdata2:1G;ibdata3:1G

<365~|

这里在三个文件中创建了 3GB的表空间。有时人们并不清楚可以使用多个文件分散驱动 器的负载，像这样:

innodb\_data\_file\_path = /diskl/ibdatal:1G;/disk2/ibdata2:1G;...

在这个例子中，表空间文件确实放在代表不同驱动器的不同目录中，InnoDB把这些文 件首尾相连组合起来。因此，通常这种方式并不能获得太多收益。InnoDB先填满第一 个文件，当第一个文件满了再用第二个，如此循环；负载并没有真的按照希望的高性能 方式分布。用RAID控制器是分布负载更聪明的方式。

为了允许表空间在超过了分配的空间时还能增长，可以像这样配置最后一个文件自动扩 展：

・..ibdata3:1G:autoextend

默认的行为是创建单个10MB的自动扩展文件。如果让文件可以自动扩展，那么最好给 表空间大小设置一个上限，别让它扩展得太大，因为一旦扩展了，就不能收缩回来。例如， 下面的例子限制了自动扩展文件最多到2GB :

・..ibdata3:1G:autoextend:max:2G

管理一个单独的表空间可能有点麻烦，尤其是如果它是自动扩展的，并且希望回收空间 时（因为这个原因，我们建议关闭自动扩展功能，至少设置一个合理的空间范围）。回 收空间唯一的方式是导出数据，关闭MySQL,删除所有文件，修改配置，重启，让 InnoDB创建新的数据文件，然后导入数据。InnoDB这种表空间管理方式很让人头疼一一 不能简单地删除文件或者改变大小。如果表空间损坏了，InnoDB会拒绝启动。对日志 文件也一样的严格。如果像MylSAM 一样随便移动文件，千万要谨慎！ innodb\_file\_per\_table选项让InnoDB为每张表使用一个文件，MySQL 4.1和之后的 版本都支持。它在数据字典存储为“表名.ibd”的数据。这使得删除一张表时回收空间 简单多了，并且可以容易地分散表到不同的磁盘上。然而，把数据放到多个文件，总体 来说可能导致更多的空间浪费，因为把单个InnoDB表空间的内部碎片浪费分布到了多 个.汕d文件。对于非常小的表，这个问题更大，因为IimoDB的页大小是16 KBO即使 表只有1KB的数据，仍然需要至少16 KB的磁盘空间。

即使打开innodb\_file\_per\_table选项，依然需要为回滚日志和其他系统数据创建共享表 空间。没有把所有数据存在其中是明智的做法，但最好还是关闭它的自动增长，因为无 法在不重新导入全部数据的情况下给共享表空间瘦身。

一些人喜欢使用innodb\_file\_per\_table,只是因为特别容易管理，并且可以看到每个表 的文件。例如，可以通过査看文件的大小来确认表的大小，这比用SHOW TABLE STATUS 来看快多了，这个命令需要执行很多复杂的工作来判断给一个表分配了多少页面。

區〉设置innodb\_file\_per\_table也有不好的一面：更差的DROP TABLE性能。这可能足以导 致显而易见的服务器端阻塞。因为有如下两个原因：

• .删除表需要从文件系统层去掉（删除）文件，这可能在某些文件系统（ext3,说的 就是你）上会很慢。可以通过欺骗文件系统来缩短这个过程：把.姑d文件链接到一 个0字节的文件，然后手动删除这个文件，而不用等待MySQL来做。

•当打开这个选项，每张表都在InnoDB中使用自己的表空间。结果是，移除表空间 实际上需要InnoDB锁定和扫描缓冲池，查找属于这个表空间的页面，在一个有庞 大的缓冲池的服务器上做这个操作是非常慢的。如果打算删除很多InnoDB表（包 括临时表）并且用了 innodb\_fMe\_pe「\_table,可能会从Percona Server包含的一 个修复中获益，它可以让服务器慢慢地清理掉属于被删除表的页面。只需要设置 innodblazyd roptable 这个选项。

什么是最终的建议？我们建议使用innodb\_file\_pe「\_table并且给共享表空间设置大小 范围，这样可以过得舒服点（不用处理那些空间回收的事）。如果遇到任何头痛的场景, 就像上面说的，考虑用下Percona的那个修复。

提醒一下，事实上没有必要把InnoDB文件放在传统的文件系统上。像许多的传统数据 库服务器一样，InnoDB提供使用裸设备的选项一一例如，一个没有格式化的分区一一 作为它的存储。然而，今天的文件系统已经可以存放足够大的文件，所以已经没有必要 使用这个选项。使用裸设备可能提升几个百分点的性能，但是我们不认为这点小提升足 以抵消这样做带来的坏处，我们不能直接用文件管理数据。当把数据存在一个裸设备分区时，不能使用*mv.cp*或其他任何工具来操作它。最终，这点小的性能收益显然不值得。 行的旧版本和表空间在一个写压力大的环境下，InnoDB的表空间可能增长得非常大。 如果事务保持打开状态很久（即使它们没有做任何事），并且使用默认的REPEATABLE READ事务隔离级别，InnoDB将不能删除旧的行版本，因为没提交的事务依然需要看到 它们。InnoDB把旧版本存在共享表空间，所以如果有更多的数据在更新，共享表空间 会持续增长。有时这个问题并非是没提交的事务的原因，也可能是工作负载的问题：清 理过程只有一个线程处理，直到最近的MySQL版本才改进，这可能导致清理线程处理 速度跟不上旧版本行数增加的速度。

无论发生何种情况，SHOW INNODB STATUS的数据都可以帮助定位问题。查看历史链表的 长度会显示了回滚日志的大小，以页为单位。

分析TRANSACTIONS部分的第一行和第二行可以证实这个观点，这部分展示了当前事务号 以及清理线程完成到了哪个点。如果这个差距很大，可能有大量的没有清理的事务。
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这有个例子：

TRANSACTIONS

Trx id counter 0 80157601

Purge done for trx's n:o <0 80154573 undo n:o <0 0

事务标识是一个64比特的数字，由两个32比特的数字（在更新版本的InnoDB中这是 个十六进制的数字）组成，所以需要做一点数学计算来计算差距。在这个例子中就很简 单了，因为最高位是0 :那么有80 157 601 - 80 154 573 = 3 028个“潜在的”没有被清 理的事务*Gnnotop*可以做这个计算）。我们说“潜在的”，是因为这跟有很多没有清理的 行是有很大区别的。只有改变了数据的事务才会创建旧版本的行，但是有很多事务并没 有修改数据（相反的，一个事务也可能修改很多行）。

如果有个很大的回滚日志并且表空间因此增长很快，可以强制MySQL减速来使InnoDB 的清理线程可以跟得上。这听起来不怎么样，但是没办法。否则,InnoDB将保持数据写入， 填充磁盘直到最后磁盘空间爆满，或者表空间大于定义的上限。

为了控制写入速度，可以设置innodb\_max\_purge\_lag变量为一个大于0的值。这个值表 示InnoDB开始延迟后面的语句更新数据之前，可以等待被清除的最大的事务数量。你 必须知道工作负载以决定一个合理的值。例如，事务平均影响1KB的行，并且可以容许 表空间里有100MB的未清理行，那么可以设置这个值为100 000o

牢记，没有清理的行版本会对所有的查询产生影响，因为它们事实上使得表和索引更大

To如果清理线程确实跟不上，性能可能显著的下降。设置innodb\_max\_purg^lag变量 也会降低性能，但是它的伤害较少。注”

在更新版本的MySQL中，甚至在更早版本的Percona Server和MariaDB,清理过程已 经显著地提升了性能，并且从其他内部工作任务中分离出来。甚至可以创建多个专用的 清理线程来更快地做这个后台工作。如果可以利用这些特性，会比限制服务器的服务能 力要好得多。

|j68> 双写缓冲(Doublewrite Buffer)

InnoDB用双写缓冲来避免页没写完整所导致的数据损坏。当一个磁盘写操作不能完整 地完成时，不完整的页写入就可能发生，16KB的页可能只有一部分被写到磁盘上。有 多种多样的原因(崩溃、Bug,等等)可能导致页没有写完整。双写缓冲在这种情况发 生时可以保证数据完整性。

双写缓冲是表空间一个特殊的保留区域，在一些连续的块中足够保存100个页。本质上 是一个最近写回的页面的备份拷贝。当InnoDB从缓冲池刷新页面到磁盘时，首先把它 们写(或者刷新)到双写缓冲，然后再把它们写到其所属的数据区域中。这可以保证每 个页面的写入都是原子并且持久化的。

这意味着每个页都要写两遍？是的，但是因为InnoDB写页面到双写缓冲是顺序的，并 且只调用一次fsync()刷新到磁盘,所以实际上对性能的冲击是比较小的一一通常只有 几个百分点，肯定没有一半那么多，尽管这个开销在SSD±更明显，我们下一章会讨论 这个问题。更重要的是，这个策略允许日志文件更加高效。因为双写缓冲给了 InnoDB 一个非常牢固的保证，数据页不会损坏，InnoDB H志记录没必要包含整个页，它们更 像是页面的二进制变化量。

如果有一个不完整的页写到了双写缓冲，原始的页依然会在磁盘上它的真实位置。当 InnoDB恢复时，它将用原始页面替换掉双写缓冲中的损坏页面。然而，如果双写缓冲 成功写入，但写到页的真实位置失败了，InnoDB在恢复时将使用双写缓冲中的拷贝来 替换o InnoDB知道什么时候页面损坏了，因为每个页面在末尾都有校验值(Checksum) o 校验值是最后写到页面的东西，所以如果页面的内容跟校验值不匹配，说明这个页面是 损坏的。因此，在恢复的时候,InnoDB只需要读取双写缓冲中每个页面并且验证校验值。 如果一个页面的校验值不对，就从它的原始位置读取这个页面。

有些场景下，双写缓冲确实没必要——例如，你也许想在备库上禁止双写缓冲。此外一 些文件系统(例如ZFS)做了同样的事，所以没必要再让InnoDB做一遍。可以通过设

注**17 :**请注意，这种实现思路是一个存在很多争议的话题，请看**MySQL**的**bug60776**来获得更多细节信息。置innodb doublewrite为0来关闭双写缓冲。在Percona Server中，可以配置双写缓冲 存到独立的文件中，所以可以把这部分工作压力分离出来放在单独的盘上。

其他的I/O配置项

*sync binlog*选项控制MySQL怎么刷新二进制日志到磁盘。默认值是0,意味着MySQL 并不刷新，由操作系统自己决定什么时候刷新缓存到持久化设备。如果这个值比。大， 它指定了两次刷新到磁盘的动作之间间隔多少次二进制日志写操作(如果autocommit 被设置了，每个独立的语句都是一次写，否则就是一个事务一次写)。把它设置为0和1 以外的值是很罕见的。
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如果没有设置sync\_binlog为1,那么崩溃以后可能导致二进制日志没有同步事务数据。 这可以轻易地导致复制中断，并且使得及时恢复变得不可能。无论如何，可以把这个值 设置为1来获得安全的保障。这样就会要求MySQL同步把二进制日志和事务日志这两 个文件刷新到两个不同的位置。这可能需要磁盘寻道，相对来说是个很慢的操作。

像InnoDB日志文件一样，把二进制日志放到一个带有电池保护的写缓存的RAID卷, 可以极大地提升性能。事实上，写和刷新二进制日志缓存其实比InnoDB事务日志要昂 贵多了，因为不像InnoDB事务日志，每次写二进制日志都会增加它们的大小。这需要 每次写入文件系统都更新元信息。所以，设置sync\_binlog=l可能比innodb\_flush\_log\_ at\_trx\_commit=l对性能的损害要大得多，尤其是网络文件系统，例如NFS。

一个跟性能无关的提示，关于二进制日志：如果希望使用expire\_logs\_days选项来自动 清理旧的二进制日志，就不要用*rm*命令去删。服务器会感到困惑并且拒绝自动删除它们， 并且PURGE MASTER LOGS也将停止工作。解决的办法是，如果发现了这种情况，就手动 重新同步“主机名・bin.iiidex”文件，可以用磁盘上现有日志文件的列表来更新。

我们将在下一章更深入地涉及RAID，但是值得在这里重复一下，把带有电池保护写缓 存的高质量RAID控制器设置为使用写回(Writeback)策略，可以支持每秒数千的写入， 并且依然会保证写到持久化存储。数据写到了带有电池的高速缓存，所以即使系统断电 它也能存在。但电源恢复时，RAID控制器会在磁盘被设置为可用前，把数据从缓存中 写到磁盘。因此，一个带有电池保护写缓存的RAID控制器可以显著地提升性能，这是 非常值得的投资。当然，SSD存储是另一个选择，我们也会在下一章讲到。

1. MylSAM 的 I/O 配置

让我们从分析MylSAM怎么为索引操作I/O开始。MylSAM通常每次写操作之后就把索 引变更刷新磁盘。如你打算在一张表上做很多修改,那么毫无疑问，批量操作会更快一些。

一种办法是用LOCK TABLES延迟写入，直到解锁这些表。这是个提升性能的很有价值的 技巧，因为它使得你精确控制哪些写被延迟，以及什么时候把它们刷到磁盘。可以精确 延迟那些希望延迟的语句。

通过设置delay,key\_write变量，也可以延迟索引的写入。如果这么做，修改的键缓冲 块直到表被关闭才会刷新？注18可能的配置如下：

OFF

MylSAM每次写操作后刷新键缓冲（键缓存，Key Buffer）中的脏块到磁盘，除非 表被LOCK TABLES锁定了。

ON

打开延迟键写入，但是只对用DELAY\_KEY\_WRITE选项创建的表有效。

ALL

所有的MylSAM表都会使用延迟键写入。

延迟键写入在某些场景下可能很有帮助，但是通常不会带来很大的性能提升。当键缓冲 的读命中很好但写命中不好时，数据又比较小，这可能很有用。当然也有一小部分缺点：

* 如果服务器缓存并且块没有被刷到磁盘，索引可能会损坏。
* 如果很多写被延迟了，MySQL可能需要花费更长时间去关闭表，因为必须等待缓冲 刷新到磁盘。在MySQL 5.0这可能引起很长的表缓存锁。
* 由于上面提到的原因，FLUSH TABLES可能需要很长时间。如果为了做逻辑卷（LVM） 快照或者其他备份操作，而执行FLUSH TABLES WITH READ LOCK,那可能增加操作 的时间。
* 键缓冲中没有刷回去的脏块可能占用空间，导致从磁盘上读取的新块没有空间存放。 因此，査询语句可能需要等待MylSAM释放一些键缓存的空间。

另外，除了配置MylSAM的索引I/O还可以配置MylSAM怎样尝试从损坏中恢复。 myisam\_recover选项控制MylSAM怎样寻找和修复错误。需要在配置文件或者命令行 中设置这个选项。可以通过下面的SQL语句査看选项的值，但是不能修改（这不是个印 刷错误一一系统里变量名跟命令的变量名有差异）：

**mysql> SHOM VARIABLES LIKE \* myisam\_recover\_options';**

打开这个选项通知MySQL在表打开时,检査是否损坏，并且在找到问题的时候进行修复。 可以设置的值如下：

注18：表可能因为多种原因被关闭。例如，服务器因为表缓存没有空间了就会关闭表，或者有人执行了

FLUSH TABLES0

DEFAULT （或者不设置） <371~|

使MySQL尝试修复任何被标记为崩溃或者没有标记为完全关闭的表。默认值不要 求在恢复时执行.其他动作。跟大多数变量不同，这里DEFAULT值不是重置变量的值 为编译值；它本质上意味着“没有设置气

BACKUP

让MySQL将数据文件的备份写到.曲K文件，以便随后进行检査。

FORCE

即使文件中丢失的数据可能超过一行，也让恢复继续。

QUICK

除非有删除块，否则跳过恢复。块中有已经删除的行也依然会占用空间，但是可以 被后面的INSERT语句重用。这可能比较有用，因为MylSAM大表的恢复可能花费 相当长的时间。

可以使用多个设置，用逗号分隔。例如“BACKUP,FORCE”会强制恢复并且创建备份。这 是为什么我们在这一章前面部分的示例配置中这么用的原因。

我们建议打开这个选项，尤其是只有一些小的MylSAM表时。服务器运行着一些损坏的 MylSAM表是很危险的，因为它们有时可以导致更多数据损坏，甚至服务器崩溃。然而， 如果有很大的表，原子恢复是不切实际的：它导致服务器打开所有的MylSAM表时都会 检查和修复，这是低效的做法。在这段时间，MySQL会阻止连接做任何工作。如果有 一大堆的MylSAM表，比较好的主意还是启动后用CHECK TABLES和REPAIR TABLES命 令来做注七 这样对服务器影响比较少。不管哪种方式，检查和修复表都是很重要的。

打开数据文件的内存映射（MMAP）访问是另一个有用的MylSAM选项。内存映射使 得MylSAM直接通过操作系统的页面缓存访问.MS文件，避免系统调用的开销。在 MySQL 5.1和更新的版本中，可以通过myisam\_use\_mmap选项打开内存映射。更老版本 的MySQL只能对压缩的MylSAM表使用内存映射。

8.6配置MySQL并发

当MySQL承受高并发压力时，可能会遇到不曾遇到过的瓶颈。这个章节阐述了当这些 问题出现的时候，怎样去发现它们，以及在MylSAM和IrmoDB遇到这样的压力时怎样 <372] 获得尽可能最好的性能。

注**19：** 一些**Debian**系统会自动做这些事，像一个钟摆的摆动，朝着不同的方向不停地摇摆。只是把这个 行为配置为**Debian**默认做的事不是一个好主意，应该由**DBA**来决定。

8.6.1 InnoDB并发配置

InnoDB是为高性能设计的，在最近几年它的提升非常明显，但依然不完美。IrnioDB架 构在有限的内存、单CPU、单磁盘的系统中仍然暴露出一些根本性问题。在高并发场景下， InnoDB的某些方面的性能可能会降低，唯一的办法是限制并发。可以参考第3章中使 用的技巧来诊断并发问题。

如果在InnoDB并发方面有问题，解决方案通常是升级服务器。相比当前的版本，像 MySQL 5.0和早期的MySQL 5.1这样的旧版本，在高并发下完全是个悲剧。所有的东西 都在全局Mutex (例如，缓冲池Mutex)上排队，导致服务器几乎陷入停顿。如果升级 到某个更新版本的MySQL,在大部分场景都不再需要限制并发。

如果需要这么做，这里会介绍它是怎么工作的。InnoDB有自己的“线程调度器”控制 线程怎么进入内核访问数据，以及它们在内核中一次可以做哪些事。最基本的限制并发 的方式是使用innodb\_thread\_concurrency变量，它会限制一次性可以有多少线程进入 内核，0表示不限制。如果在旧的MySQL版本里有InnoDB并发问题，这个变量是最重 要的配置之一注2°。

在任何架构和业务压力下，给这个变量设置个“靠谱”的值都很重要，理论上，下面的 公式可以给出一个这样的值：

并发值=**CPU**数量\*磁盘数量**\*2**

但是在实践中，使用更小的值会更好一点。必须做实验来找出适合系统的最好的值。

如果已经进入内核的线程超过了允许的数量，新的线程就无法再进入内核。InnoDB使 用两段处理来尝试让线程尽可能高效地进入内核。两段策略减少了因操作系统调度引起 的上下文切换。线程第一次休眠innodb\_thread\_sleep\_delay微秒，然后再重试。如果 它依然不能进入内核，则放入一个等待线程队列，让操作系统来处理。

LM> 第一阶段默认的休眠时间是10 000微秒。当CPU有大量的线程处在“进入队列前的休眠” 状态，因而没有被充分利用时，改变这个值在高并发环境里可能会有帮助。如果有大量 的小查询，默认值可能也太大了，因为这增加了 10毫秒的査询延时。

一旦线程进入内核，它会有一定数量的“票据(Tickets)w,可以让它“免费”返回内核， 不需再做并发检査。这限制了一个线程回到其他等待线程之前可以做多少事。innodb\_ concurrency\_tickets选项控制票据的数量。它很少需要修改，除非有很多运行时间极 长的査询。票据是按査询授权的，不是按事务。一旦査询完成，它没用完的票据就销毁了。

注**20：**爭实上，在某些工作负载下，并发限制实现可能自己就成为了系统的瓶颈，所以有时它需要打开, 但另一些时候它需要关闭。性能分析会告诉你该怎么做。 除了缓冲池和其他结构的瓶颈,还有另一个提交阶段的并发瓶颈,这个时候I/O非常密集， 因为需要做刷新操作。innodb\_commit\_concurrency变量控制有多少个线程可以在同一 时间提交。如果innodb\_thread\_concurrency配置得很低也有大量的线程冲突，那么配 置这个选项可能会有帮助。

最后，有一个新的解决方案值得考虑：使用线程池(Thread Pool)来限制并发。原始 的线程池实现已经随着MySQL 6.0的代码树一起被废弃了，并且有严重缺陷。但是 MariaDB已经重新实现了，并且Oracle最近放出了一个商业插件可以为MySQL 5.5提 供线程池功能。对这些东西我们都没有足够的经验来指导你怎么做，你也许会更加困惑， 因为我们会指出这两种实现似乎都不满足Facebook,它在自己内部私有的MySQL分支 中有一个叫做“准入控制”的特殊功能。如果可能的话，在这本书的第4版我们将分享 一些线程池的知识，以及什么时候它们可以工作，什么时候不能工作。

1. MylSAM并发配置

在某些条件下，MylSAM也允许并发插入和读取，这使得可以“调度”某些操作以尽可 能少地产生阻塞。

在讲述MylSAM的并发设置之前，理解MylSAM是怎样删除和插入行的，是非常重要 的。删除操作不会重新整理整个表，它们只是把行标记为删除，在表中留下“空洞”。 MylSAM倾向于在可能的时候填满这些空洞，在插入行时重新利用这些空间。如果没有 空洞了，它就把新行插入表的末尾。

尽管MylSAM是表级锁，它依然可以一边读取，一边并发追加新行。这种情况下只能读 取到査询开始时的所有数据，新插入的数据是不可见的。这样可以避免不一致读。

然而，若表中间的某些数据变动了的话，还是难以提供一致读。MVCC是解决这个问 题最流行的方法：一旦修改者创建了新版本，它就让读取者读数据的旧版本。可是， MylSAM并不像InnoDB那样支持MVCC,所以除非插入操作在表的末尾，否则不能支〈西 持并'发插入。

通过设置concurrent insert这个变量，可以配置MylSAM打开并发插入，可以配置为 如下值：

0

MylSAM不允许并发插入，所有插入都会对表加互斥锁。

1

这是默认值。只要表中没有空洞，MylSAM就允许并发插入。

这个值在MySQL 5.0以及更新版本中有效。它强制并发插入到表的末尾，即使表中 有空洞。如果没有线程从表中读取数据，MySQL将把新行放在空洞里。使用这个设 置通常会使表更加碎片化。

如果合并操作可以更加高效，也可以配置MySQL对一些操作进行延迟。举个实例，可 以通过delay,key\_write变量延迟写索引，正如这一章前面我们提到的。这牵涉到熟悉 的权衡：立即写索引（安全但是昂贵），或者等待但是祈求在写发生前别断电（更快，但 是遇到崩溃时可能引起巨大的索引损坏，因为索引文件已经过期了）。

也可以让INSERT. REPLACE. DELETE.以及UPDATE语句的优先级比SELECT语句更低， 设置low\_priority\_updates选项就可以了。这相当于把L0W\_PRIORITY修饰符应用到全 局UPDATE语句。当使用MylSAM时，这是个非常重要的选项，这让SELECT语句可以获 得相当好的并发度，否则一小部分获取高优先级写锁的语句就可能导致SELECT无法获取 资源。

最后，尽管InnoDB的扩展性问题更经常被提及，但是MylSAM 一样也有长时间获取 Mutex的问题。在MySQL 4.0和更早版本里,有一个全局的Mutex保护所有的键缓存I/O, 在多处理器和多磁盘环境下很容易引起扩展性问题。MySQL4.1的键缓存代码做了改进， 就不再有这些问题了，但是它依然对每个键缓冲区持有一个Mutex0当一个线程从键缓 冲中复制键数据块到本地磁盘时会有竞争，从磁盘上读取时就没这个问题。磁盘瓶颈没 了，但是当你在键缓冲里访问数据时，另一个瓶颈出现了。有时可以围绕这个问题把键 缓冲分成多个区，但是这条路不总是行得通。例如，只涉及一个独立索引的时候，这问 题就没有办法解决。于是，在多处理器的机器上SELECT査询并发可能相对单CPU的机 器显著下降，即使当时只有这些SELECT査询在执行。

MariaDB提供分开的（分区的）键缓冲，如果经常遇到这个问题，也许可以带来帮助。

[375>

8.7基于工作负载的配置

配置服务器的一个目标是把它定制得符合特定的工作负载。这需要精通所有类型的服务 器活动的数量、类型，以及频率——不仅仅是查询语句，也包括其他的活动，例如连接 服务器以及刷新表。

第一件应该做的事情是熟悉你的服务器，如果还没做就赶紧。了解什么样的査询跑在上 面。用例如*innotop*这样的工具来监控它，用*pt-query-digest*来创建查询报告。这不仅帮 助你全面地了解服务器正在做什么，还可以知道査询花费大量时间做了哪些事。第3章 阐明了怎么把这些东西找出来。

当服务器在满载情况下运行时，请尝试记录所有的查询语句，因为这是最好的方式来 查看哪种类型的査询语句占用资源最多。同时，创建processlist快照，通过state或者 command字段来聚合它们*（innotop*可以实现，或者可以使用第3章展示的脚本）。例如， 是否大量地在复制数据到临时表，或者排序数据？如果有，也许需要优化査询语句，以 及查看临时表和排序缓冲配置项。

8.7.1优化BLOB和TEXT的场景

BLOB和TEXT列对MySQL来说是特殊类型的场景（我们把所有BLOB和TEXT都简单称 为BLOB类型，因为它们属于相同类型的数据）。BLOB值有几个限制使得服务器希它的处 理跟其他类型不一样。一个最重要的注意事项是，服务器不能在内存临时表中存储BLOB 值注气因此，如果一个査询涉及BLOB值，又需要使用临时表一一不管它多小——它都会 立即在磁盘上创建临时表。这样效率很低，尤其是对小而快的査询。临时表可能是查询 中最大的开销。

有两种办法来减轻这个不利的情况:通过SUBSTRING（）函数（第4章有更多关于这个函 数的细节）把值转换为VARCHAR,或者让临时表更快一些。

让临时表运行更快的最好方式是，把它们放在基于内存的文件系统（GNU/Linux±是 *tmpfs）0*这会降低一些开销，尽管这依然比内存表慢许多。因为操作系统会避免把数据 写到磁盘，所以内存文件系统可以帮助提升性能注22。一般的文件系统也会在内存中缓存， 但是操作系统会每隔几秒就刷新一次。伽#文件系统从来不会刷新，它就是为低开销和 简单起见而设计的。例如，没必要为这个文件系统预备任何恢复方案。这使得它更快。

服务器设置里控制临时表文件放在哪的是tmpdiro建议监控文件系统使用率以保证有足 够的空间存放临时表。如果需要，可以指定多个临时表存放位置，MySQL将会轮询使用。

如果BLOB列非常大，并且用的是InnoDB,也许可以调大InnoDB H志缓冲大小。在这 一章前面有更多关于这方面的内容。

对于很长的变长列（例如，BLOB、TEXT,以及长字符列），InnoDB存储一个768字节的 前缀在行内注23。如果列的值比前缀长,InnoDB会在行外分配扩展存储空间来存剩下的部 分。它会分配一个完整的16KB的页，像其他所有的InnoDB页面一样，每个列都有自 己的页面（不同的列不会共享扩展存储空间）0 InnoDB-次只为一个列分配一个页的扩

注**21** ：最近版天的**Percona Server**对某些场景消除了这个限制。

注**22** ：如果操作系统把它交换**（Swap）**出内存，数据依然会到磁盘。

注**23：**这个长度足够在列上创建一个**255**字符的索引，即使是**Utf8**的（每个字符可能需要三个字节）。 前缀是**InnoDB**的**Antelope**文件格式特有的，**MySQL 5.1**和更新版本中的**Barracuda**格式（默认不 打开的）没有前缀。

展存储空间，直到使用了超过32个页以后，就会一次性分配64个页面。

注意，我们说过InnoDB可能会分配扩展存储空间。如果总的行长(包括大字段的完整 长度)比InnoDB的最大行长限制要短(比8KB小一些)，InnoDB将不会分配扩展存储 空间，即使大字段(Long column)的长度超过了前缀长度。

最后，当InnoDB更新存储在扩展存储空间中的大字段时，将不会在原来的位置更新。 而是会在扩展存储空间中写一个新值到一个新的位置，并且不会删除旧的值。

所有这一切都有以下后果：

* 大字段在InnoDB里可能浪费大量空间。例如，若存储字段值只是比行的要求多了 一个字节,也会使用整个页面来存储剩下的字节,浪费了页面的大部分空间。同样的， 如果有一个值只是稍微超过了 32个页的大小，实际上就需要使用96个页面。

•扩展存储禁用了自适应哈希，因为需要完整地比较列的整个长度，才能发现是不是 正确的数据(哈希帮助InnoDB非常快速地找到“猜测的位置”，但是必须检查“猜 测的位置”是不是正确)。因为自适应哈希是完全的内存结构，并且直接指向Buffer Pool中访问“最”频繁的页面，但对于扩展存储空间却无法使用自适应哈希。

* 太长的值可能使得在査询中作为WHERE条件不能使用索引，因而执行很慢。在应 用WHERE条件之前，MySQL需要把所有的列读出来，所以可能导致MySQL要求 InnoDB读取很多扩展存储，然后检査WHERE条件，丢弃所有不需要的数据。査询不

国〉 需要的列绝不是好主意，在这种特殊的场景下尤其需要避免这样做。如果发现查询

正遇到这个限制带来的问题，可以尝试通过覆盖索引来解决部分问题。

* 如果一张表里有很多大字段，最好是把它们组合起来单独存到一个列里面，比如说 用XML文档格式存储。这让所有的大字段共享一个扩展存储空间，这比每个字段 用自己的页要好。
* 有时候可以把大字段用COMPRESS()压缩后再存为BLOB,或者在发送到MySQL前在 应用程序中进行压缩，这可以获得显著的空间优势和性能收益。

1. 优化排序(Filesorts)

从第6章我们知道MySQL有两种排序算法。如果査询中所有需要的列和ORDER BY的列 总大小超过max\_length\_for\_sort\_data字节，则采用two-pass算法。或者当任何需要 的列——即使没有被ORDER BY使用的列——是BLOB或者TEXT,也会采用这个算法。(可 以用SUBSTRING()把这些列转换一下，就可以用single-pass算法了。)

MySQL有两个变量可以控制排序怎样执行。通过修改max\_length\_for\_sort\_data变 量注24的值，可以影响MySQL选择哪种排序算法。因为single-pass算法为每行需要排序 的数据创建一个固定大小的缓冲，对于VARCHAR列，在和max length for sort data比 较时，使用的是其定义的最大长度，而不是所存储数据的实际长度。这也是为什么我们 建议只选择必要的列的一个原因。

当MySQL必须排序BLOB或TEXT字段时，它只会使用前缀，然后忽略剩下部分的值。 这是因为缓冲只能分配固定大小的结构体来保存要排序的值，然后从扩展存储空间中复 制前缀到这个结构体中。使用max\_sort\_length变量可以指定这个前缀有多大。

可惜，MySQL无法査看它用了哪个算法。如果增加了 max\_length\_for\_sort\_data变量 的值，磁盘使用率上升了，CPU使用率下降了，并且Sort merge passes状态变量相对 于修改之前开始很快地上升，也许是强制让很多的排序使用了 single-pass算法。

8.8完成基本配置

**<378^**

我们已经完成了服务器内核的旅程一一希望你喜欢这个旅程！现在让我们回到示例配 置，并且看下怎样修改剩下的配置。

我们已经讨论了怎样设置一般的选项，例如数据目录、IrmoDB和MylSAM缓存、日志， 还有其他的一些。让我们重温剩下的那些：

tmp table size 和 max heap table size

这两个设置控制使用Memory引擎的内存临时表能使用多大的内存。如果隐式内存 临时表的大小超过这两个设置的值，将会被转换为磁盘MylSAM表，所以它的大小 可以继续增长。（隐式临时表是一种并非由自己创建，而是服务器创建，用于保存执 行中的査询的中间结果的表。）

应该简单地把这两个变量设为同样的值。我们的示例配置文件中选择了 32M。这可 能不够，但是要谨防这个变量太大了。临时表最好呆在内存里，但是如果它们被撑 得很大，实际上还是让它们使用磁盘比较好，否则可能会让服务器内存溢出。

假设査询语句没有创建庞大的临时表（通常可以通过合理的索引和査询设计来避免）， 那把这些变量设大一点，免得需要把内存临时表转换为磁盘临时表。这个过程可以 在 SHOW PROCESSLIST 中看到。

可以査看服务器的SHOW STATUS计数器在某段时间内的变化，以此来査看创建临时 表的频率以及是否是磁盘临时表。你不能判断一张（临时）表是先创建为内存表 然后被转换为了磁盘表，还是一开始就创建的磁盘表（可能因为有BLOB字段），但 注**24：**在带有**LIMIT**语句的查询中，**MySQL 5.6**会改变排序缓冲的用法，并且会修正一个可导致执行一 个昂贵的安装历程而使用庞大的排序缓冲的问题，所以如果升级到了 **MySQL 5.6,**需要特别小心 地检查这些设置中任何自定义的设置。

是至少可以看到创建磁盘临时表有多频繁。仔细检查C「eated\_tmp\_disk\_tables和 C reatedtmptables 变量。

maxconnections

这个设置的作用就像一个紧急刹车，以保证服务器不会因应用程序激增的连接而不 堪重负。如果应用程序有问题，或者服务器遇到如连接延迟的问题，会创建很多新 连接。但是如果不能执行査询，那打开一个连接没有好处，所以被“太多的连接” 的错误拒绝是一种快速而代价小的失败方式。

把max connections设置得足够高，以容纳正常可能达到的负载，并且要足够安全， 能保证允许你登录和管理服务器。例如，若认为正常情况将有300或者更多连接， E379> 则可以设置为500或者更多。如果不知道将会有多少连接，500也不是一个不合理

的起点。默认值是100,对大部分应用来说这都不够。

要时时小心可能遇到连接限制的突然袭击。例如，若重新启动应用服务器，可能没 有把它的连接关闭干净，同时MySQL可能没有意识到它们已经被关闭了。当应用 服务器重新开始运转，并试图打开到数据库的连接，就可能由于挂起的连接还没有 超时，而使新连接被拒绝。

观察Max\_used\_ connect ions状态变量随着时间的变化。这个是高水位标记，可 以告诉你服务器连接是不是在某个时间点有个尖峰。如果这个值达到了 max\_ connections,说明客户端至少被拒绝了一次，并且当它重现的时候，应该使用第3 章中的技巧来抓取服务器的活动状态。

threadcachesize

设置这个变量，可以通过观察服务器一段时间的活动，来计算一个有理有据的值。 观察Threads connected状态变量并且找到它在一般情况下的最大值和最小值。你 也许希望把线程缓存设置得足够大，以在高峰和低谷时都足够，甚至可能更大方一些， 因为就算设置得有点太大了，一般也不是大问题。你也许可以设置为波动范围两到 三倍的大小。例如，若Threads\_connected状态从150变化到175,可以设置线程 缓存为75。但是也不用设置得非常大，因为保持大量等待连接的空闲线程并没有什 么真正的用处。250的上限是个不错的估算值（或者256,如果你喜欢2的次方。） 也可以观察Threads\_created状态随着时间的变化。如果这个值很大或者一直增长, 这是另一个线索，告诉你可能需要调大thread\_cache\_size变量。査看Threads\_ cached来看有多少线程已经在缓存中了。

一个相关的状态变量是Slow launch threadSo这个状态如果是个很大的值，那么 意味着某些情况延迟了连接分配新线程。这也是个线索，可能服务器有些问题了， 但是不能明确地指出是哪出问题了。一般来说，可能是系统过载了，导致操作系统 不能为新创建的线程调度CPUO这不是说你就需要增加线程缓存的大小了。你应该 诊断这个问题并且修复它，而不是用缓存来掩盖问题，因为这还可能导致其他问题。

tablecachesize

这个缓存（或者在MySQL 5.1中被分成两个缓存区）应该被设置得足够大，以避 免总是需要重新打开和重新解析表的定义。你可以通过观察Open\_tables的值及其 在一段时间的变化来检査该变量。如果你看到0pened\_tables每秒变化很大，那么 table\_cache值可能不够大。隐式临时表也可能导致打开表的数量不断增长，即使＜S 表缓存并没有用满，所以这可能也没什么问题。

该问题的线索应该是Opened\_tables不断地增长，即使Open\_tables并不跟table\_ cachesize 一样大。

虽然表缓存很有用，也不应该把这个变量设置得太大。表缓存可能在两种情况下适 得其反。

首先，MySQL没有一个很有效的方法来检査缓存，所以如果真的太大了，可能效率 会下降。在大部分情况下，不应该把它设置得大于10 000,或者是10 240,如果喜 欢使用2的N次方的话。注小

第二个原因是有些类型的工作负载是不能缓存的。如果工作负载不是可缓存的，不

管把缓存设置得多大，任何访问都无法在缓存命中，忘记缓存吧，把它设置为0!

这可以避免情况变得更糟糕，缓存不命中比昂贵的缓存检査后再不命中还是要好的。 什么类型的工作负载不是可缓存的？如果有几万或几十万张表，并且它们都很均匀 地被使用，就不可能把它们全缓存了•，最好把这个变量设得小一点。当系统上有数 量非常多的并行应用而其中没有一个是非常忙碌的，有时候这是适当的。

这个值从max connections的10倍开始设置是比较有道理的，但是再次说明，在大

部分场景下最好保持在10 000以下甚至更低。

还有其他一些类型的设置可能经常会包含在配置文件中，包括二进制日志以及复制设置。 二进制日志对恢复到某个时间点，以及复制是非常有用的，另外复制还有一些它自己的 设置。我们会在本书后面的章节中覆盖复制和备份的重要设置。

8.9安全和稳定的设置

基本配置设置到位后，可能希望启用一些使服务器更安全和更可靠的设置。它们中的一 些会影响性能，因为保证安全性和可靠性往往要付出一些代价。有些人意识到了：他们 能阻止愚蠢的错误发生，比如把无意义的数据插入服务器，以及一些变动在日常操作中 没有啥区别，只是在很边缘的情况防止糟糕的事情发生。

让我们首先来看看收集的一些对一般服务器都有用的配置项:

注**25 :**你听说过一个关于二进制的笑话嘛？世界上有**10**种人：部分是懂二进制的，部分不懂二进制。还 有另外**10**种人：一些认为二进制/十进制的笑话有意思，一些是精虫上脑。我们不会说我们是否 认为这是滑稽的。

1381 > expire logs days

如果启用了二进制日志，应该打开这个选项，可以让服务器在指定的天数之后清理 旧的二进制日志。如果不启用,最终服务器的空间会被耗尽，导致服务器卡住或崩溃。 我们建议把这个选项设置得足够从两个备份之前恢复（在最近的备份失败的情况下）O 即使每天都做备份，还是建议留下7〜14天的二进制日志。从我们的经验来看，当 遇到一些不常见的问题时，你会感谢有这一两个星期的二进制日志。例如重搭一个 备机再次尝试赶上主库。应该保持足够多的二进制日志，遇到这些情况时可以给自 己一些呼吸的空间。 ,

max\_aHowed\_packet

这个设置防止服务器发送太大的包，也会控制多大的包可以被接收。默认值可能太 小了，但设置得太大也可能有危险。如果设置得太小，有时复制上会出问题，通常 表现为备库不能接收主库发过来的复制数据。你也许需要增加这个设置到16MB或 者更大。这些文档里没有，但这个选项也控制在一个用户定义的变量的最大值，所 以如果需要非常大的变量，要小心——如果超过这个变量的大小，它们可能被截断 或者设置为NULLe

max\_ connecte r ro rs

如果有时网络短暂抽风了，或者应用配置出现错误，或者有另外的问题，如权限, 在短暂的时间内不断地尝试连接，客户端可能被列入黑名单，然后将无法连接，直 到再次刷新主机缓存。这个选项的默认设置太小了，很容易导致问题。你也许希望 增加这个值，实际上，如果知道服务器可以充分抵御蛮力攻击，可以把这个值设得 非常大，以有效地禁用主机黑名单。

skip\_name\_resolve

这个选项禁用了另一个网络相关和鉴权认证相关的陷阱:DNS査找。DNS是 MySQL连接过程中的一个薄弱环节。当连接服务器时，默认情况下，它试图确定连 接和使用的主机的主机名,作为身份验证凭据的一部分。（就是说，你的凭据是用户 名，主机名、以及密码一一并不只是用户名和密码）但是验证主机来源，服务器需 要执行DNS的正向和反向査找。要是DNS有问题就悲剧了，在某些时间点这是必 然的事。当发生这样的情况时，所有事都会堆积起来，最终导致连接超时。为了避 免这种情况，我们强烈建议设置这个选项，在验证时关闭DN&査找。然而，如果这 国〉 么做，需要把基于主机名的授权改为用IP地址、通配符，或者特定主机名“localhost”,

因为基于主机名的账号会被禁用。

sqlmode

这个设置可以接受多种多样的值来改变服务器行为。我们不建议只是为了好玩而改 变这个值；最好在大多数情况下让MySQL像MySQL,不要尝试让它的行为像其他 数据库服务器。（许多客户端和图形界面工具，除了 MySQL还有它们自己的SQL 方言，例如，若修改它用更符合ANSI的SQL,有些操作会没法做。)然而，有些选 项值是很有用的,有些在具体情况可能是值得考虑的。建议査看文档中下面这些选项， 并且考虑使用它们：STRICT\_TRANS\_TABLES、ERROR\_FOR\_DIVISION\_BY\_ZERO. N0\_ AUTO\_CREATE\_USER、NO\_AUTO\_VALUE\_ON\_ZERO. NO\_ENGINE\_SUBSTITUTION. NO\_ZERO\_ DATE、NO\_ZERO\_IN\_DATE 和 0NLY\_FULL\_GR0UP\_BYo

然而，要意识到对已经存在的应用修改这些设置值可不是个好主意，因为这么做可 能让服务器跟应用预期不兼容。人们不经意间写的査询中应用的列不在GROUP BY中， 或者使用聚合函数，这种情况非常常见，例如，若想打开ONLY\_FULL\_GROUP\_BY选项, 最好首先在开发或未上线服务器上做一下测试，一旦要在生产环境部署则必须确认 所有地方都可以工作。

sysdateisnow

这是另一个可能导致与应用预期向后不兼容的选项。但如果不是明确需要 SYSDATE()函数的非确定性行为(非确定性行为可能会导致复制中断或者使得基于 时间点的备份恢复结果不可信)，那么你可能希望打开该选项以确保SYSDATEO函数 有确定的行为。

下面的选项可以控制复制行为，并且对防止备库出问题非常有帮助：

readonly

这个选项禁止没有特权的用户在备库做变更，只接受从主库传输过来的变更，不接 受从应用来的变更。我们强烈建议把备库设置为只读模式。

skip\_slave\_start

这个选项阻止MySQL试图自动启动复制。因为在不安全的崩溃或其他问题后，启 动复制是不安全的，所以需要禁用自动启动，用户需要手动检査服务器，并确定它 是安全的之后再开始复制。

slavenettimeout

这个选项控制备库发现跟主库的连接已经失败并且需要重连之前等待的时间。默认 值是一个小时，太长了。设置为一分钟或更短。

sync master info, sync relay log, sync\_relay log info

这些选项，MySQL 5.5以及更新版本中可用，解决了复制中备库长期存在的问题: 不把它们的状态文件同步到磁盘，所以服务器崩溃后可能需要人来猜测复制的位置 实际上在主库是哪个位置，并且可能在中继日志(Relay Log)里有损坏。这些选项 使得备库崩溃后，更容易从崩溃中恢复。这些选项默认是不打开的，因为它们会导 致备库额外的fsync()操作，可能会降低性能。如果有很好的硬件，我们建议打开 这些选项，如果复制中出现fsyncO造成的延时问题，就应该关闭它们。

Percona Server中有一种侵入性更小的方式来做这些工作，即打开innodb\_ overwrite\_relay\_log\_info选项。这可以让InnoDB在事务日志中存储复制的位 置，这是完全事务化的，并且不需要任何额外的fsync()操作。在崩溃恢复期间, InnoDB会检査复制的元信息文件，如果文件过期了就更新为正确的位置。

8.10高级InnoDB设置

回到第1章我们讨论的InnoDB历史：首先是内建(built-in)的版本，然后有了两个有 效版本，现在更新的版本再次变成了一个。更新的InnoDB代码有更多的功能和非常好 的扩展性。如果正在使用MySQL 5.1,应该明确地配置MySQL忽略旧版本的InnoDB 而使用新版的。这将极大地提升服务器性能。需要打开ignore\_builtin\_innodb选项, 然后配置plugin\_load选项把InnoDB作为插件打开。建议参考InnoDB文档中对应平 台上的扩展语法注26。

对于新版本的InnoDB,有一些新的选项可以用。如果启用，它们中有些对服务器性能 相当重要，也有一些安全性和稳定性的选项，如下所示。

innodb

这个看似平淡无奇的选项实际上非常重要，如果把这个值设置为FORCE,只有在 InnoDB可以启动时，服务器才会启动。如果使用InnoDB作为默认存储引擎，这一 定是你期望的结果。你应该不会希望在InnoDB失败(例如因为错误的配置而导致 的不可启动)的情况下启动服务器，因为写的不好的应用可能之后会连接到服务器, 导致一些无法预知的损失和混乱。最好是整个服务器都失败，强制你必须査看错误 日志，而不是以为服务器正常启动了。

I 384 > innodb autoinc lock mode

这个选项控制InnoDB如何生成自增主键值，某些情况下，例如高并发插入时，自 增主键可能是个瓶颈。如果有很多事务等待自增锁(可以在SHOW ENGINE INNODB STATUS里看到)，应该审视这个变量的设置。手册上已经详细解释了该选项的行为, 在此我们就不再重复了。

innodbbufferpoolinstances

这个选项在MySQL 5.5和更新的版本中出现，可以把缓冲池切分为多段，这可能是 在高负载的多核机器上提升MySQL可扩展性最重要的一个方式了。多个缓冲池分 散了工作压力，所以一些全局Mutex竞争就没有那么大了。

目前尚不清楚什么情况下应该选择多个缓冲池实例。我们运行过八个实例的基准, 但是直到MySQL 5.5已经广泛部署了很长一段时间，我们依然不明白多个缓冲池实

注**26** ：在**Percona Server**中，只有一个版本的**InnoDB,**并且是内建的，所以你不需要禁用一个版本然后 载入另一个版本替换它。

例的一些微妙之处。

我们不是暗示MySQL 5.5没有在生产环境广泛部署。只是对我们已经帮助解决过的 大部分互斥锁相互争用的极端场景的用户来说，升级可能需要很多个月的时间来计 划、验证，并执行。这些用户有时运行着高度定制化的MySQL版本，使得更加倍 谨慎地对待升级。当越来越多的这类用户升级到MySQL 5.5,并以他们独特的方式 进行压力验证，我们可能会学到关于多缓冲池的一些我们没见过的有趣的事情。也 许直到那时，我们才可以说运行八个缓冲池实例是非常有益的。

值得注意的是Percona Server用了不同的方法来解决InnoDB互斥锁争用问题。相 对于把缓冲池分成多个 个在许多像InnoDB的系统下经过检验无可否认的方

法 我们选择把一些全局Mutex拆分为更细、更专用的Mutexo我们的测试显示 最好的方式是结合这两种方法，在Percona Server 5.5版本中已经可用了 ：多缓冲区 和更细粒度的锁。

innodbiocapacity

InnoDB曾经在代码里写死了假设服务器运行在每秒100个I/O操作的单硬盘上。默 认值很糟糕。现在可以告诉InnoDB服务器有多大的I/O能力。InnoDB有时需要把 这个设置得相当高（在像PCI-E SSD这样极快的存储设备上需要设置为上万）才能 稳定地刷新脏页，原因解释起来相当复杂。

innodb read io th reads innodb write io th reads < 385 I

这些选项控制有多少后台线程可以被I/O操作使用。最近版本的MySQL里，默认 值是4个读线程和4个写线程，对大部分服务器这都足够了，尤其是MySQL 5.5里 面可以用操作系统原生的异步I/O以后。如果有很多硬盘并且工作负载并发很大， 可以发现这些线程很难跟上，这种情况下可以增加线程数，或者可以简单地把这个 选项的值设置为可以提供I/O能力的磁盘数量（即使后両是一个RAID控制器）。

innodbstrictmode

这个设置让MySQL在某些条件下把警告改成抛错，尤其是无效的或者可能有风险 的CREATE TABLE选项。如果打开这个设置，就必然会检査所有CREATE TABLE选项， 因为它不会让你创建一些用起来比较爽（但是有隐患）的表。有时这有点悲观，过 于严格了。当尝试恢复备份时可能就不希望打开这个选项了。

innodboldblockstime

InnoDB有个两段缓冲池LRU （最近最少使用）链表，设计目的是防止换出长期使 用很多次的页面。像*mysqldump*产生的这种一次性的（大）査询，通常会读取页 面到缓冲池的LRU列表，从中读取需要的行，然后移动到下一页。理论上，两段 LRU链表将阻止此页取代很长一段时间内都需要用到的页面被放入“年轻（Young）” 子链表，并且只在它已被浏览过多次后将其移动到“年老（Old）”子链表。但是 InnoDB默认没有配置为防止这种情况，因为页内有很多行，所以从页面读取的行的 多次访问，会导致它立即被转移到“年老（Old）”子链表，对那些需要长时间缓存 '的页面带来换出的压力。

这个变量指定一个页面从LRU链表的“年轻”部分转移到“年老”部分之前必须经 过的毫秒数。默认情况下它设置为0,将它设为诸如1 000毫秒（一秒）这样的小一 点的值，在我们的基准测试中已被证明非常有效。

8.11总结

在阅读完这一章节之后，你应该有了一个比默认设置好得多的服务器配置。服务器应该 更快更稳定了，并且除非运行出现了罕见的状况，都应该没有必要再去做优化配置的工 作了。

复习一下，我们建议从参考示例配置文件开始，设置符合服务器和工作负载的基本选项， 增加安全性和完整性所需的选项，并且，如果合适的话，在MySQL 5.5中配置新版的 InnoDB Plugin才有的配置项。这就是关于优化服务器配置所需要做的全部的事情。

D86＞如果使用的是InnoDB,最重要的选项是下面这两个：

* innodbbufferpoolsize
* innodblogfilesize

恭喜你一一你解决了我们见过的真实存在的配置问题中的绝大部分！如果使用我们的在 线配置工具*http://tools.percona.com*,对这些问题和其他配置选项的使用，会得到很好的 建议。

我们也提出了很多关于不要做什么的建议。其中最重要的是不要“调优”服务器;不要 使用比率、公式或“调优脚本”作为设置配置变量的基础；不要信任来自互联网上的不 明身份的人的意见：不要为了看起来很糟糕的事情去不断地刷SHOW STATUSo如果有些 设置其实是错误的，在剖析服务器性能时也会展现出来。

有几个重要的设置没有在本章讨论，主要是因为它们是为特定类型的硬件和工作负载服 务的。我们暂不讨论这些设置，因为我们相信，任何关于怎样设置的意见，都需要与内 部流程的解释工作一起来做。这给我们带来了下一章，它会告诉你如何优化MySQL的 硬件和操作系统，反之亦然。

第**9**章也

操作系统和硬件优化

MySQL服务器性能受制于整个系统最薄弱的环节，承载它的操作系统和硬件往往是限 制因素。磁盘大小、可用内存和CPU资源、网络，以及所有连接它们的组件，都会限 制系统的最终容量。因此，需要小心地选择硬件，并对硬件和操作系统进行合适的配 置。例如，若工作负载是I/O密集型的，一种方法是设计应用程序使得最大限度地减少 MySQL的I/O操作。然而，更聪明的方式通常是升级I/O子系统，安装更多的内存，或 重新配置现有的磁盘。

硬件的更新换代非常迅速，所以本章有关特定产品或组件的内容可能将很快变得过时。 像往常一样，我们的目标是帮助提升对这些概念的理解，这样对于即使没有直接覆盖到 的知识也可以举一反三。这里我们将通过现有的硬件来阐明我们的观点。

9.1什么限制了 MySQL的性能

许多不同的硬件都可以影响MySQL的性能，但我们认为最常见的两个瓶颈是CPU和1/ 0资源。当数据可以放在内存中或者可以从磁盘中以足够快的速度读取时，CPU可能 出现瓶颈。把大量的数据集完全放到大容量的内存中，以现在的硬件条件完全是可行 的注【°

另一方面，I/O瓶颈，一般发生在工作所需的数据远远超过有效内存容量的时候。如果 应用程序是分布在网络上的，或者如果有大量的査询和低延迟的要求，瓶颈可能转移到 网络上，而不再是磁盘I/O注2。

注**1** ： 普通**PC Server**也能配到**192GB**内存。——译者注 注**2 :** 网络呑吐也是一种**I/O**。——译者注 [» 第3章中提及的技巧可以帮助找到系统的限制因素，但即使你认为已经找到了瓶颈，也 应该透过表象去看更深层次的问题。某一方面的缺陷常常会将压力施加在另一个子系统， 导致这个子系统出问题。例如，若没有足够的内存，MySQL可能必须刷出缓存来腾出 空间给需要的数据——然后，过了一小会，再读回刚刚刷新的数据（读取和写入操作都 可能发生这个问题）。本来是内存不足，却导致出现了 I/O容量不足。当找到一个限制系 统性能的因素时，应该问问自己，“是这个部分本身的问题，还是系统中其他不合理的 压力转移到这里所导致的？ ”在第3章的诊断案例中也有讨论到这个问题。

还有另外一个例子：内存总线的瓶颈也可能表现为CPU问题。事实上，我们说一个应用 程序有“CPU瓶颈”或者是“CPU密集型”，真正的意思应该是计算的瓶颈。接下来将 深入探讨这个问题。

9.2如何为MySQL选择CPU

在升级当前硬件或购买新的硬件时，应该考虑下工作负载是不是CPU密集型。

可以通过检査CPU利用率来判断是否是CPU密集型的工作负载，但是仅看CPU整体的 负载是不合理的，还需要看看CPU使用率和大多数重要的查询的I/O之间的平衡，并注 意CPU负载是否分配均匀。本章稍后讨论的工具可以用来弄清楚是什么限制了服务器的 性能。

9.2.1哪个更好：更快的CPU还是更多的CPU

当遇到CPU密集型的工作时，MySQL通常可以从更快的CPU中获益（相对更多的 CPU）0

但这不是绝对的，因为还依赖于负载情况和CPU数量。更古老的MySQL版本在多CPU 上有扩展性问题，即使新版本也不能对单个査询并发利用多个CPU。因此，CPU速度限 制了每个CPU密集型査询的响应时间。

当我们讨论CPU的时候，为保证本文易于阅读，对某些术语将不会做严格的定义。现 在一般的服务器通常都有多个插槽（Socket）,每个插槽上都可以插一个有多个核心的 CPU （有独立的执行单元），并且每个核心可能有多个“硬件线程气这些复杂的架构需 要有点耐心去了解，并且我们不会总是明确地区分它们。不过，在一般情况下，当谈到 CPU速度的时候，谈论的其实是执行单元的速度，当提到的CPU数量时，指的通常是 在操作系统上看到的数量，尽管这可能是独立的执行单元数量的多倍注3。

注3 : 超线程技术。——译者注 这几年CPU在各个方面都有了很大的提升。例如，今天的Intel CPU速度远远超过前几代，<S 这得益于像直接内存连接（directly attached memory）技术以及PCIe卡之类的设备互联 上的改善等。这些改进对于存储设备尤其有效，例如Fusion-io和Virident的PCIe闪存 驱动器。

超线程的效果相比以前也要好得多，现在操作系统也更了解如何更好地使用超线程。而 以前版本的操作系统无法识别两个虚拟处理器实际上是在同一芯片上，认为它们是独立 的，于是会把任务安排在两个实际上是相同物理执行单元上的虚拟处理器。实际上单个 执行单元并不是真的可以在同一时间运行两个进程，所以这样做会发生冲突和争夺资源。 而同时其他CPU却可能在闲置，从而浪费资源。操作系统需要能感知超线程，因为它必 须知道什么时候执行单元实际上是闲置的，然后切换相应的任务去执行。这个问题之前 常见的原因是在等待内存总线，可能花费需要高达一百个CPU周期，这已经类似于一个 轻量级的I/O等待。新的操作系统在这方面有了很大的改善。超线程现在已经工作得很好。 过去，我们时常提醒人们禁用它，但现在已经不需要这样做了。

这就是说，现在可以得到大量的快速的CPU——比本书的第2版出版的时候要多得多。 所以多和快哪个更重要？ 一般来说两个都想要。从广义上来说，调优服务器可能有如下 两个目标：

低延时（快速响应）

要做到这一点，需要高速CPU,因为每个查询只能使用一个CPUo

尚呑吐

如果能同时运行很多查询语句,则可以从多个CPU处理查询中受益。然而，在实践中， 还要取决于具体情况。因为MySQL还不能在多个CPU中完美地扩展，能用多少 个CPU还是有极限的。在旧版本的MySQL中（MySQL 5.1以后的版本已经有一些 提升），这个限制非常严重。在新的版本中，则可以放心地扩展到16或24个CPU, 或者更多，取决于使用的是哪个版本（Penxma往往在这方面略占优势）。

如果有多路CPU,并且没有并发执行査询语句，MySQL依然可以利用额外的CPU为后 台任务（例如清理InnoDB缓冲、网络操作，等等）服务。然而，这些任务通常比执行 查询语句更加轻量化。

MySQL复制（将在下一章中讨论）也能在高速CPU下工作得非常好，而多CPU对复制 的帮助却不大。如果工作负载是CPU密集型，主库上的并发任务传递到备库以后会被简 化为串行任务，这样即使备库硬件比主库好，也可能无法保持跟主库之间的同步。也就 是说，备库的瓶颈通常是I/O子系统，而不是CPU。

如果有一个CPU密集型的工作负载，考虑是需要更快的CPU还是更多CPU的另外一个 <S

因素是査询语句实际在做什么。在硬件层面，一个查询可以在执行或等待。处于等待状 态常见的原因是在运行队列中等待（进程已经是可运行状态，但所有的CPU都忙）、等 待闩锁（Latch）或锁（Lock）、等待磁盘或网络。那么你期望査询是等待什么呢？如果 等待闩锁或锁，通常需要更快的CPU；如果在运行队列中等待，那么更多或者更快的 CPU都可能有帮助。（也可能有例外，例如，査询等待InnoDB 0志缓冲区的Mutex,直 到I/O完成前都不会释放——这可能表明需要更多的I/O容量）。

这就是说，MySQL在某些工作负载下可以有效地利用很多CPUO例如，假设有很 多连接查询的是不同表（假设这些査询不会造成表锁的竞争，实际上对MylSAM和 MEMORY表可能会有问题），并且服务器的总吞吐量比任何单个査询的响应时间都更重 要。吞吐量在这种情况下可以非常高，因为线程可以同时运行而互不争用。

再次说明，在理论上这可能更好地工作：不管査询是读取不同的表还是相同的表， InnoDB都会有一些全局共享的数据结构，而MylSAM在每个缓冲区都有全局锁。而 且不仅仅是存储引擎，服务器层也有全局锁。以前InnoDB承担了所有的骂名，但最近 做了一些改进后，暴露了服务器层中的其他瓶颈。例如臭名昭著的LOCK\_open互斥量 （Mutex）,在MySQL 5.1和更早版本中可能就是个大问题，另外还有其他一些服务器级 别的互斥量（例如査询缓存）。

通常可以通过堆栈跟踪来诊断这些类型的竞争问题，例如Percona Toolkit中的*pt-pmp*工 具。如果遇到这样的问题，可能需要改变服务器的配置，禁用或改变引起问题的组件， 进行数据分片（Sharding）,或者通过某种方式改变做事的方法。这里无法列举所有的问 题和相应的解决方案，但是一旦有一个确定的诊断，答案通常是显而易见的。大部分不 幸遇到的问题都是边缘场景，最常见的问题随着时间的推移都在服务器上被修复了。

9,2.2 CPU 架构

可能99%以上的MySQL实例（不含嵌入式使用）都运行在Intel或者AMD芯片的x86 架构下。本书中我们基本都是针对这种情况。

64位架构现在都是默认的了，32位CPU已经很难买到了。MySQL在64位架构上工 作良好，尽管有些事暂时不能利用64位架构来做。因此，如果使用的是较老旧版本的 MySQL,在64位服务器上可能要小心。例如，在MySQL 5.0发布的早期时候，每个 MylSAM键缓冲区被限制为4 GB,由一个32位整数负责寻址。（可以创建多个键缓冲 区来解决这个问题。）

确保在64位硬件上使用64位操作系统！最近这种情况已经不太常见了，但以前经常可 以遇到，大多数主机托管提供商暂时还是在服务器上安装32位操作系统，即使是64位

CPUO 32位操作系统意味着不能使用大量的内存：尽管某些32位系统可以支持大量的 内存，但不能像64位系统一样有效地利用，并且在32位系统上，任何一个单独的进程 都不能寻址4 GB以上的内存。

9.2.3扩展到多个CPU和核心

多CPU在联机事务处理（OLTP）系统的场景中非常有用。这些系统通常执行许多小的 操作，并且是从多个连接发起请求，因此可以在多个CPU±运行。在这样的环境中，并 发可能成为瓶颈。大多数Web应用程序都属于这一类。

OLTP服务器一般使用InnoDB,尽管它在多CPU的环境中还存在一些未解决的并发问题。 然而，不只是InnoDB可能成为瓶颈：任何共享资源都是潜在的竞争点。InnoDB之所以 获得大量关注是因为它是高并发环境下最常见的存储引擎，但MylSAM在大压力时的表 现也不好，即使不修改任何数据只是读取数据也是如此。许多并发瓶颈，如InnoDB的 行级锁和MylSAM的表锁，没有办法优化——除了尽可能快地处理任务之外，没有别的 办法解决，这样，锁就可以尽快分配给等待的任务。如果一个锁是造成它们（其他任务） 都在等待的原因，那么不管有多少CPU都一样。因此，即使是一些高并发工作负载，也 可以从更快的CPU中受益。

实际上有两种类型的数据库并发问题，需要不同的方法来解决，如下所示。

逻辑并发问题

应用程序可以看到资源的竞争,如表或行锁争用。这些问题通常需要好的策略来解决， 如改变应用程序、使用不同的存储引擎、改变服务器的配置，或使用不同的锁定提 示或事务隔离级别。

内部并发问题

比如信号量、访问InnoDB缓冲池页面的资源争用，等等。可以尝试通过改变服务 器的设置、改变操作系统，或使用不同的硬件解决这些问题，但通常只能缓解而无 法彻底消灭。在某些情况下，使用不同的存储引擎或给存储引擎打补丁，可以帮助 缓解这些问题。

MySQL的“扩展模式”是指它可以有效利用的CPU数量，以及在压力不断增长的情 况下如何扩展，这同时取决于工作负载和系统架构。通过“系统架构”的手段是指通 过调整操作系统和硬件，而不是通过优化使用MySQL的应用程序。CPU架构（RISC、 CISC、流水线深度等）、CPU型号和操作系统都影响MySQL的扩展模式。这也是为什 么说基准测试是非常重要的:一些系统可以在不断增加的并发下依然运行得很好，而另 一些的表现则糟糕得多。

有些系统在更多的处理器下甚至可能降低整体性能。这是相当普遍的情况，我们了解到 许多人试图升级到有多个CPU的系统，最后只能被迫恢复到旧系统（或绑定MySQL进 程到其中某些核心），因为这种升级反而降低了性能。在MySQL 5.0时代，Google的补 丁和Percona Server出现之前，能有效利用的CPU核数是4核，但是现在甚至可以看到 操作系统报告多达80个“CPU”的服务器。如果规划一个大的升级，必须要同时考虑硬件、 服务器版本和工作负载。

某些MySQL扩展性瓶颈在服务器层，而其他一些在存储引擎层。存储引擎是怎么设计 的至关重要，有时更换到一个不同的引擎就可以从多处理器上获得更多效果。

我们看到在世纪之交围绕处理器速度的战争在一定程度上已经平息，CPUT商更多地专 注于多核CPU和多线程的变化。CPU设计的未来很可能是数百个处理器核心，四核心 和六核心的CPU在今天是很常见的。不同厂商的内部架构差异很大,不可能概括出线程、 CPU和内核之间的相互作用。内存和总线如何设计也是非常重要的。归根结底，多个内 核和多个物理CPU哪个更好，这是由硬件体系结构决定的。

现代CPU的另外两个复杂之处也值得提一下。首先是频率调整。这是一种电源管理技术， 可以根据CPU±的压力而动态地改变CPU的时钟速度。问题是，它有时不能很好地处 理间歇性突发的短査询的情况，因为操作系统可能需要一段时间来决定CPU的时钟是否 应该变化。结果，査询可能会有一段时间速度较慢，并且响应时间增加了。频率调整可 能使间歇性的工作负载性能低下，但可能更重要的是，它会导致性能波动。

第二个复杂之处是boost技术，这个技术改变了我们对CPU模式的看法。我们曾经以为 四核2GHz CPU有四个同样强大的核心，不管其中有些是闲置或非闲置。因此，一个完 美的可扩展系统，当它使用所有四个内核的时候，可以预计得到四倍的提升。但是现在 已经不是这样了，因为当系统只使用一个核心时，处理器会运行在更高的时钟速度上， 例如3GHz。这给很多的规划容量和可扩展性建模的工具出了一个难题，因为系统性能 表现不再是线性的变化了。这也意味着，“空闲CPU”并不代表相同规模的资源浪费, 如果有一台服务器上只运行了备库的复制，而复制执行是单线程的，所以有三个CPU是 [» 空闲的，因此认为可以利用这些CPU资源执行其他任务而不影响复制，可能就想错了。

9.3平衡内存和磁盘资源

配置大量内存最大的原因其实不是因为可以在内存中保存大量数据：最终目的是避免磁 盘I/O,因为磁盘I/O比在内存中访问数据要慢得多。关键是要平衡内存和磁盘的大小、 速度、成本和其他因素，以便为工作负载提供高性能的表现。在讨论如何做到这一点之前, 暂时先回到基础知识上来。

计算机包含一个金字塔型的缓存体系，更小、更快、更昂贵的缓存在顶端，如图9-1所示。
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图9・1：缓存层级

在这个高速缓存层次中，最好是利用各级缓存来存放“热点”数据，以获得更快的访问 速度，通常使用一些启发式的方法，例如“最近被使用的数据可能很快再次被使用”以 及“相邻的数据可能很快需要使用”，这些算法非常有效，因为它们参考了空间和时间 的局部性原理。

从程序员的视角来看，CPU寄存器和高速缓存是透明的，并且与硬件架构相关。管理它 们是编译器和CPU的工作。然而，程序员会有意识地注意到内存和硬盘的不同，并且在 程序中通常区分使用它们注4。

在数据库服务器上尤其明显，其行为往往非常符合我们刚才提到的预测算法所做的预测。 设计良好的数据库缓存（如InnoDB缓冲池），其效率通常超过操作系统的缓存，因为操 作系统缓存是为通用任务设计的。数据库缓存更了解数据库存取数据的需求，它包含特 殊用途的逻辑（例如写入顺序）以帮助满足这些需求。此外，系统调用不需要访问数据 库中的缓存数据。

这些专用的缓存需求就是为什么必须平衡缓存层次结构以适应数据库服务器特定的访问 模式的原因。因为寄存器和芯片上的高速缓存不是用户可配置的，内存和存储是唯一可 以改变的东西。

**<394~]**

9.3.1随机I/O和顺序I/O

数据库服务器同时使用顺序和随机I/O,随机I/O从缓存中受益最多。想像有一个典型的 混合工作负载，均衡地包含单行査找与多行范围扫描，可以说服自己相信这个说法。典 型的情况是“热点”数据随机分布。因此，缓存这些数据将有助于避免昂贵的磁盘寻道。 相反，顺序读取一般只需要扫描一次数据，所以缓存对它是没用的，除非能完全放在内 注**4：** 然而，程序可能依赖大量在操作系统内存中缓存的数据，对程序来说，概念上属于"在磁盘上” 的数据。例如，MylSAM就是这么做的，它把数据文件放在磁盘上，并通过操作系统缓存磁盘上 的数据，使其访问速度更快。

存中缓存起来。

顺序读取不能从缓存中受益的另一个原因是它们比随机读快。这有以下两个原因：

顺序I/O比随机I/O快。

顺序操作的执行速度比随机操作快，无论是在内存还是磁盘上。假设磁盘每秒可以 做100个随机I/O操作，并且可以完成每秒50MB的顺序读取（这大概是消费级磁 盘现在能达到的水平）。如果每行100字节，随机读每秒可以读100行，相比之下顺 序读可以每秒读500 000行——是随机读的5 000倍，或几个数量级的差异。因此， 在这种情况下随机I/O可以从缓存中获得很多好处。

顺序访问内存行的速度也快于随机访问。现在的内存芯片通常每秒可以随机访问约 250 000次100字节的行，或者每秒500万次的顺序访问。请注意，内存随机访问 速度比磁盘随机访问快了 2 500倍，而内存中顺序访问只有磁盘10倍的速度。

存储引擎执行顺序读比随机读快。

一个随机读一般意味着存储引擎必须执行索引操作。（这个规则也有例外，但对 InnoDB和MylSAM都是对的）。通常需要通过B树的数据结构査找，并且和其他 值比较。相反，连续读取一般需要遍历一个简单的数据结构，例如链表。这样就少 了很多工作，反复这样操作，连续读取的速度就比随机读取要快了。

最后，随机读取通常只要査找特定的行，但不仅仅只读取一行一一而是要读取一整页的 数据，其中大部分是不需要的。这浪费了很多工作。另一方面，顺序读取数据，通常发 生在想要的页面上的所有行，所以更符合成本效益。

国〉综上所述，通过缓存顺序读取可以节省一些工作，但缓存随机读取可以节省更多的工作。 换句话说，如果能负担得起，增加内存是解决随机I/O读取问题最好的办法。

9.3.2缓存，读和写

如果有足够的内存，就完全可以避免磁盘读取请求。如果所有的数据文件都可以放在内 存中，一旦服务器缓存“热”起来了，所有的读操作都会在缓存命中。虽然还是会有逻 辑读取，不过物理读取就没有了。但写入是不同的问题。写入可以像读一样在内存中完成, 但迟早要被写入到磁盘，所以它是需要持久化的。换句话说，缓存可延缓写入，但不能 像消除读取一样消除写入。

事实上，除了允许写入被延迟，缓存可以允许它们被集中操作，主要通以下两个重要途径：

多次写入，一次刷新

一片数据可以在内存中改变很多次，而不需要把所有的新值写到磁盘。当数据最终 被刷新到磁盘后，最后一次物理写之前发生的修改都被持久化了。例如，许多语句

可以更新内存中的计数器。如果计数器递增100次，然后写入到磁盘，100次修改

•就被合并为一次写。

I/O合并

许多不同部分的数据可以在内存中修改，并且这些修改可以合并在一起，通过一次 磁盘操作完成物理写入。

这就是为什么许多交易系统使用预写日志（WAL）策略。预写日志釆用在内存中变更页 面，而不马上刷新到磁盘上的策略，因为刷新磁盘通常需要随机I/O,这非常慢。相反， 如果把变化的记录写到一个连续的日志文件，这就很快了。后台线程可以稍后把修改的 页面刷新到磁盘；并在刷新过程中优化写操作。

写入从缓冲中大大受益，因为它把随机I/O更多地转换到连续I/O。异步（缓冲）写通常 是由操作系统批量处理，使它们能以更优化的方式刷新到磁盘。同步（无缓冲）写必须 在写入到磁盘之后才能完成。这就是为什么它们受益于RAID控制器中电池供电的回写 （Write-Back）高速缓存（我们稍后讨论RAID）O

9.3.3工作集是什么

每个应用程序都有一个数据的“工作集”一一就是做这个工作确实需要用到的数据。很 多数据库都有大量不在工作集内的数据。

可以把数据库想象为有抽屉的办公桌。工作集就是放在桌面上的完成工作必须使用的文＜396] 件。桌面是这个比喻中的主内存，而抽屉就是硬盘。

就像完成工作不需要办公桌里每一张纸一样，也不需要把整个数据库装到内存中来获得 最佳性能一一只需要工作集就可以。

工作集大小的不同取决于应用程序。对于某些应用程序，工作集可能是总数据大小的 1%，而对于其他应用，也可能接近100%。当工作集不能全放在内存中时，数据库服务 器必须在磁盘和内存之间交换数据，以完成工作。这就是为什么内存不足可能看起来却 像I/O问题。有时没有办法把整个工作集的数据放在内存中，并且有时也并不真的想这 么做（例如，若应用需要大量的顺序I/O）。工作集能否完全放在内存中，对应用程序体 系结构的设计会产生很大的影响。

工作集可以定义为基于时间的百分比。例如，一小时的工作集可能是一个小时内数据库 使用的95%的页面，除了 5%的最不常用的页面。百分比是考虑这个问题最有用的方式， 因为每小时可能需要访问的数据只有1%,但超过24小时，需要访问的数据可能会增加 到整个数据库中20%的不同页面。根据需要被缓存起来的数据量多少，来思考工作集会 更加直观，缓存的数据越多，工作负载就越可能成为CPU密集型。如果不能缓存足够的 数据，工作集就不能完全放在内存中。

应该依据最常用的页面集来考虑工作集，而不是最频繁读写的页面集。这意味着，确定 工作集需要在应用程序内有测量的模块，而不能仅仅看外部资源的利用，例如I/O访问, 因为页面的I/O操作跟逻辑访问页面不是同一回事。例如，MySQL可能把一个页面读入 内存，然后访问它数百万次，但如果査看*strace,*只会看到一个I/O操作。缺乏确定工 作集所需的检测模块，最大的原因是没有对这个主题有较多的研究。

工作集包括数据和索引，所以应该釆用缓存单位来计数。一个缓存单位是存储引擎工作 的数据最小单位。

不同存储引擎的缓存单位大小是不一样的，因此也使得工作集的大小不一样。例如, InnoDB在默认情况下是16 KB的页。如果InnoDB做一个单行査找需要读取磁盘，就需 要把包含该行的整个页面读入缓冲池进行缓存，这会引起一些缓存的浪费。假设要随机 访问100字节的行。InnoDB将用掉缓冲池中很多额外的内存来缓存这些行，因为每一 行都必须读取和缓存一个完整的16KB页面。因为工作集也包括索引，InnoDB也会读取 并缓存查找行所需的索引树的一部分。InnoDB的索引页大小也是16KB,这意味着访问 F397> 一个100字节的行可能一共要使用32 KB的缓存空间（有可能更多，这取决于索引树有

多深）。因此，缓存单位也是在InnoDB中精心挑选聚集索引非常重要的另一个原因。聚 集索引不仅可以优化磁盘访问，还可以帮助在同一页面存储相关的数据，因此在缓存中 可以尽量放下整个工作集。

9.3.4找到有效的内存/磁盘比例

找到一个良好的内存/磁盘比例最好的方式是通过试验和基准测试。如果可以把所有东 西放入内存，你就大功告成了一一后面没有必要再为此考虑什么。但大多数的时候不可 能这么做，所以需要用数据的一个子集来做基准测试，看看将会发生什么。测试的目标 是一个可接受的缓存命中率。缓存未命中是当有查询请求数据时，数据不能在内存中命 中，服务器需要从磁盘获取数据。 .

缓存命中率实际上也会决定使用了多少CPU,所以评估缓存命中率的最好方法是査看 CPU使用率。例如，若CPU使用了 99%的时间工作，用了 1%的时间等待I/O,那缓存 命中率还是不错的。

让我们考虑下工作集是如何影响高速缓存命中率的。首先重要的一点，要认识到工作集 不仅是一个单一的数字而是一个统计分布，并且缓存命中率是非线性分布的。例如，有

10GB内存，并且缓存未命中率为10%，你可能会认为只需要增加11%以上的内存注L 就可以降低缓存的未命中率到0。但实际上，诸如缓存单位的大小之类的问题会导致缓 存效率低下，可能意味着理论上需要50GB的内存，才能把未命中率降到1%。即使与 一个完美的缓存单位相匹配，理论预测也可能是错误的：例如数据访问模式的因素也可 能让事情更复杂。解决1%的缓存未命中率甚至可能需要500GB的内存，这取决于具体 的工作负载！

有时候很容易去优化一些可能不会带来多少好处的地方。例如，10%的未命中率可能导 致80%的CPU使用率，这已经是相当不错的了。假设增加内存，并能够让缓存未命中 率下降到5%,简单来说，将提供另外约6%的数据给CPUO再简化一下，也可以说， 把CPU使用率增加到了 84.8%。然而，考虑到为了得到这个结果需要购买的内存，这可 不一定是一个大胜利。在现实中，因为内存和磁盘访问速度之间的差异、CPU真正操作 的数据，以及许多其他因素，降低缓存未命中率到5%可能都不会太多改变CPU使用率。
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这就是为什么我们说，你应该争取一个可接受的缓存命中率，而不是将缓存未命中率降 低到零。没有一个应该作为目标的数字，因为“可以接受”怎么定义，取决于应用程序 和工作负载。有些应用程序有1%的缓存未命中都可以工作得非常好，而另一些应用实 际上需要这个比例低到0.01%才能良好运转。（“良好的缓存未命中率”是个模糊的概念， 其实有很多方法来进一步计算未命中率。）

最好的内存/磁盘的比例还取决于系统上的其他组件。假设有16 GB的内存、20 GB的 数据，以及大量未使用的磁盘空间系统。该系统在80%的CPU利用率下运行得很好。 如果想在这个系统上放置两倍多的数据，并保持相同的性能水平，你可能会认为只需要 让CPU数量和内存量也增加到两倍。然而，即使系统中的每个组件都按照增加的负载扩 展相同的量（一个不切实际的假设），这依然可能会使得系统无法正常工作。有20GB数 据的系统可能使用了某些组件超过50%的容量一一例如，它可能已经用掉了每秒I/O最 大操作数的80%o并且在系统内排队也是非线性的。服务器将无法处理两倍的负载。因此， 最好的内存/磁盘比例取决于系统中最薄弱的组件。

9.3.5选择硬盘

如果无法满足让足够的数据在内存中的目标——例如，估计将需要500 GB的内存才能 完全让CPU负载起当前的I/O系统——那么应该考虑一个更强大的I/O子系统，有时甚 至要以牺牲内存为代价，同时应用程序的设计应该能处理I/O等待。

这听起来似乎有悖常理。毕竟，我们刚刚说过，更多的内存可以缓解I/O子系统的压力，

注**5：** 正确的数字是**11%**而不是**10%**。**10%**的未命中率对应**90%**的命中率，所以你需要用**10GB**除以 **90%,**就是 **ll.lllGBo** 并减少I/O等待。为什么要加强I/O子系统呢，如果只增加内存能解决问题吗？答案就 在所涉及的因素之间的平衡，例如读写之间的平衡，每个I/O操作的大小，以及每秒有 多少这样的操作发生。例如，若需要快速写日志，就不能通过增加大量有效内存来避免 磁盘写入。在这种情况下，投资一个高性能的I/O系统与带电池支持的写缓存或固态存储， 可能是个更好的主意。

作为一个简要回顾，从传统磁盘读取数据的过程分为三个步骤：

1. 移动读取磁头到磁盘表面上的正确位置。
2. 等待磁盘旋转，所有所需的数据在读取磁头下。
3. 等待磁盘旋转过去，所有所需的数据都被读取磁头读出。

磁盘执行这些操作有多快，可以浓缩为两个数字:访问时间（步骤1和2合并）和传输速度。 [»这两个数字也决定延迟和吞吐量。不管是需要快速访问时间还是快速的传输速度——或

混合两者——依赖于正在运行的査询语句的种类。从完成一次磁盘读取所需要的总时间 来说，小的随机査找以步骤1和2为主，而大的顺序读主要是第3步。

其他一些因素也可以影响磁盘的选择，哪个重要取决于应用。假设正在为一个在线应用 选择磁盘，例如一个受欢迎的新闻网站，有大量小的磁盘随机读取。可能需要考虑下列 因素：

存储容量

对在线应用来说容量很少成为问题，因为现在的磁盘通常足够大了。如果不够，用 RAID把小磁盘组合起来是标准做法注6。

传输速度

现代磁盘通常数据传输速度非常快，正如我们前面看到的。究竟多快主要取决于主 轴转速和数据存储在磁盘表面上的密度，再加上主机系统的接口的限制（许多现代 磁盘读取数据的速度比接口可以传输的快）。无论如何，传输速度通常不是在线应用 的限制因素，因为它们一般会做很多小的随机査找。

访问时间

对随机査找的速度而言,这通常是个主要因素，所以应该寻找更快的访问时间的磁盘。 主轴转速

现在常见的转速是7 200RPM. 10 000RPM,以及15 000RPM。转速不管对随机査 找还是顺序扫描都有很大影响。

物理尺寸

所有其他条件都相同的情况下，磁盘的物理尺寸也会带来差别：越小的磁盘，移动

注6： 有趣的是，有些人故意买更大容量的磁盘，然后只使用20% - 30%的容量。这增加了数据局部性 和减少寻道时间，有时可以证明值得它们高的价格。

读取磁头需要的时间就越短。服务器级的2.5英寸磁盘性能往往比它们的更大的盘 更快。它们还可以节省电力，并且通常可以融入机箱中。

和CPU一样，MySQL如何扩展到多个磁盘上取决于存储引擎和工作负载。InnoDB能 很好地扩展到多个硬盘驱动器。然而，MylSAM的表锁限制其写的可扩展性，因此写繁 重的工作加在MylSAM上，可能无法从多个驱动器中收益。虽然操作系统的文件系统缓 冲和后台并发写入会有点帮助，但MylSAM相对于InnoDB在写可扩展性上有更多的限 制。

和CPU 一样，更多的磁盘也并不总是更好。有些应用要求低延迟需要的是更快的驱动器， 而不是更多的驱动器。例如，复制通常在更快的驱动器上表现更好，因为备库的更新是 单线程的。注7

9.4固态存储

固态（闪存）存储器实际上是有30年历史的技术，但是它作为新一代驱动器而成为热 门则是最近几年的事。固态存储现在越来越便宜，并且也更成熟了，它正在被广泛使用， 并且可能会在不久的将来在多种用途上代替传统磁盘。

固态存储设备采用非易失性闪存芯片而不是磁性盘片组成。它们也被称为NVRAM,或 非易失性随机存取存储器。固态存储设备没有移动部件，这使得它们表现得跟硬盘驱动 器有很大的不同。我们将详细探讨其差异。

目前MySQL用户感兴趣的技术可分为两大类：SSD （固态硬盘）和PCIe卡。SSD通过 实现SATA （串行髙级技术附件）接口来模拟标准硬盘，所以可以替代硬盘驱动器，直 接插入服务器机箱中的现有插槽。PCIe卡使用特殊的操作系统驱动程序，把存储设备作 为一个块设备输出。PCIe和SSD设备有时可以简单地都认为是SSDO

下面是闪存性能的快速小结。高质量闪存设备具备：

* 相比硬盘有更好的随机读写性能。闪存设备通常读明显比写要快。
* 相比硬盘有更好的顺序读写性能。但是相比而言不如随机I/O的改善那么大，因为 硬盘随机I/O比顺序I/O要慢得多。入门级固态硬盘的顺序读取实际上还可能比传 统硬盘慢。
* 相比硬盘能更好地支持并发。闪存设备可以支持更多的并发操作，事实上，只有大 量的并发请求才能真正实现最大吞吐量。

注**7 ： 5.6**也可以按库做多线程复制。——译者注 最重要的事情是提升随机I/O和并发性。闪存记忆体可以在高并发下提供很好的随机I/O 性能，这正是范式化的数据库所需要的。设计非范式化的Schema最常见的原因之一是 为了避免随机I/O,并且使得査询可能转化为顺序I/O。

因此，我们相信固态存储未来将从根本上改变RDBMS技术。当前这一代的RDBMS技 Dql＞术几十年来都是为机械磁盘做优化的。同样成熟和深入的研究工作在固态存储上还没有 真正出现注8。

9.4.1闪存概述

硬盘驱动器使用旋转盘片和可移动磁头，其物理结构决定了磁盘固有的局限性和特征。 对固态存储也是一样，它是构建在闪存之上的。不要以为固态存储很简单，实际上比硬 盘驱动器在某些方面更复杂。闪存的限制实际上是相当严重的，并且难以克服，所以典 型的固态设备都有错综复杂的架构、缓存，以及独有的“法宝”。

闪存的最重要的特征是可以迅速完成多次小单位读取，但是写入更有挑战性。闪存不能 在没有做擦除操作前改写一个单元(Cell)注％并且一次必须擦除一个大块——例如，512 KB。擦除周期是缓慢的，并且最终会磨损整个块。一个块可以容忍的擦除周期次数取决 于所使用的底层技术，有关这些内容我们稍后再讲。

写入的限制是固态存储复杂的原因。这也是为什么一些设备供应商在设备的稳定、性能 的一致性等方面和其他供应商有区别的原因。“魔法”全部都在其专有的固件、驱动程序, 以及其他零零碎碎的东西里，这些东西使得固态设备良好运转。为了使写入表现良好, 并避免闪存块过早损耗完寿命，设备必须能够搬迁页面并执行垃圾收集和所谓的磨损均 衡。写放大用于描述数据从一个地方移动到另一个地方的额外写操作，多次写数据和元 数据导致局部块经常写。如果你有兴趣,维基百科中的写放大的文章,是个学习的好地方, 可以从其中了解更多关于闪存的知识。

垃圾收集对理解闪存很重要。为了保持一些块是干净的并且可以被写入，设备需要回收 脏块。这需要设备上有一些空闲空间。无论是设备内部有一些看不到的预留空间，或者 通过不写那么多数据来预留需要的空间一一不同的设备可能有所不同。无论哪种方式, 设备填满了，垃圾收集就必须更加努力地工作，以保持一些块是干净的，所以写放大的 倍数就增加了。•

因此，许多设备在被填满后会开始变慢。到底会慢多少，不同的制造商和型号之间有所 不同，依赖于设备的架构。有些设备为高性能而设计，即使写得非常满，依然可以保持

注8 : 有些公司声称，他们抛弃过去主轴(机械)的羁绊，从一个干净的石板开始。温和的怀疑是有道理的; 解决RDBMS的挑战是不容易的。

注9： 这是一种简化，但细节在这里并不重要。如果你喜欢，可以阅读维基百科上的更多信息。

高性能。但是，通常一个100GB的文件在160GB和320GB的SSD上表现完全不同。 速度下降是由于没有空闲块时必须等待擦写完成所造成的。写到一个空闲块只需要花费 数百微秒，但是擦写慢得多——通常需要几个毫秒。 〈圆

9.4.2闪存技术

有两种主要的闪存设备类型，当考虑购买闪存存储时，理解两者之间的不同是很重要的。 这两种类型分别是单层单元（SLC）和多层单元（MLC）。

SLC的每个单元存储数据的一个比特：可以是0或1。SLC相对更昂贵，但非常快，并 且擦写寿命高达100 000个写周期，具体值取决于供应商和型号。这听起来好像不多， 但在现实中一个好的SLC设备应该持譽使用大约20年左右，甚至比卡上安装的控制器 更耐用和可靠。缺点则是存储密度相对较低，所以不能在每个设备上得到那么多空间。

MLC每个单元存储2个比特、3个比特的设备也正在进入市场。这使得通过MLC设备 获得更高的存储密度（更大的容量）成为可能。成本更低了，但是速度和耐擦写性也下 降了。一个不错的MLC设备可能被定为10000个写循环周期。

可以在大众市场上购买到这两种类型的闪存设备，它们之间的竞争有助于闪存的发展。 目前，SLC仍持有“企业”级服务器的存储解决方案的声誉，通常被视为消费级的MLC 设备,一般使用在笔记本电脑和数码相机等地方。然而，这种情况正在改变，出现了一 种新兴的所谓企业级MLC （eMLC）存储。

MLC技术的发展是很有意思的，如果正在考虑购买闪存存储，这个发展方向值得密切关 注。MLC非常复杂，包含很多有助于设备质量和性能的重要因素。任何给定的芯片仅靠 自身是不能持久化的，因为有着相对较短的信号保持周期，以及较高的错误率必须纠正。 随着市场转移到更小、密度更高的芯片，其中的芯片单元可以存储3比特，单个芯片变 得更不可靠以及更容易出错。

然而，这并不是一个不可逾越的工程问题。厂商正在制造一些有越来越多隐藏容量的设 备，因此有足够的内部冗余。尽管闪存厂商非常注意保护自己的商业秘密，还是有传言称， 某些设备可能有比它标称大小多出高达两倍的存储空间。使MLC芯片更耐用的另一种 方法是通过固件逻辑。平衡磨损和重映射的算法是非常重要的。

寿命的长短取决于真实的容量，固件逻辑等——所以最终是因供应商而异的。我们听说 过在几个星期里密集使用导致设备报废的报告！

因此，MLC设备最关键的环节是内置的算法和智能。制造一个好的MLC设备比制造一 个SLC设备难得多，但也是可能的。随着工程学的伟大进步，以及容量和密度的增加， 一些最好的供应商提供的设备，是值得用eMLC这个标签的。这个领域随着时间的推移 进步得很快，本书对MLC与SLC的意见可能很快会变得过时。

设备的寿命还剩多久？

Virident担保其FlashMax 1.4 TB MLC设备可以持续写入15 PB数据，但这是在闪 存级别的数据，用户可见的写入是会放大的。我们跑了一个小实验来发现特定的工 作负载下的写入放大因子。

我们创建了一个500GB的数据集，然后在上面运行*tpcc-mysql*基准测试，跑了一 个小时。在这个小时里，/proc/diskstats报告了 984GB的写入，然后Virident配 置工具显示在闪存层有1 125GB的写入，因此写入放大因子是1.14。记住，如果 设备上消耗了更多空间，这个值会更高，并且这个值的浮动还基于写入方式是顺序 还是随机。

在这样的比率下，如果不间断地跑一年半的基准测试，就可以用完设备的寿命。当 然，真实的工作负载很少是写密集型的，所以这个卡在实际使用中应该可以持续工 作很多年。这个观点不是说该设备将很快磨损——它是说，写放大系数是很难预测 的，需要检查设备，根据工作量来查看它的行为。

容量对寿命的影响也;I艮大，正如我们已经提到的。更大容量的设备会使得寿命显著 增长，这是为什么MLC越来越流行——最近我们看到足够大的容量可以延长寿命 是有理由的。

9.4.3闪存的基准测试

对闪存设备进行基准测试是复杂并且困难的。有很多情况会导致测试错误，需要了解特 定设备的知识，并且需要有极大的耐心和关注，才能正确地操作。

闪存设备有一个三阶段模式，我们称为A-B-C性能特性。它们开始阶段运行非常快（阶 段A）,然后垃圾回收器开始工作，这将导致在一段时间内，设备处于过渡到稳定状态（阶 段B）的阶段，最后设备进入一个稳定状态（状态C）。所有我们测试过的设备都有这个 特点。

当然，我们感兴趣的是阶段C的性能，所以基准测试只需要测量这个部分的运行过程。 这意味着基准测试要做的不仅仅是基准测试：还需要先进行一下预热，然后才能进行基 准测试。但是，定义预热的终点和基准测试的起点会非常棘手。

设备、文件系统，以及操作系统通过不同方式提供TRIM命令的支持，这个命令标记空 <4® 间准备重用。有时当删除所有文件时设备会被TRIM。如果在基准测试运行的情况下发生， 设备将重置到阶段A,然后必须重新执行A和B之间的运行阶段。另一个因素是设备被 填充得很满或者不满时，不同的性能表现。一个可重复的基准测试必须覆盖到所有这些 因素。

通过上述分析，可知基准测试的复杂性，所以就算厂商如实地报告测试结果，但对于外

行来说，厂商的基准测试和规格说明书依然可能有很多“坑”。

通常可以从供应商那得到四个数字。这里有一个设备规格的例子：

1. 设备读取性能最高达520 MB/so
2. 设备写入性能最高达480 MB/so
3. 设备持续写入速度可以稳定在420 MB/so
4. 设备每秒可以执行70 000个4 KB的写操作。

如果再次复核这些数字，你会发现峰值4KB写入达到70 000个IOPS (每秒输入/输出 操作)，这么算每秒写入大约只有274 MB/s,这比第二点和第三点中说明的高峰写入带 宽少了很多。这是因为达到峰值写入带宽时是用更大的块，例如64 KB或128KB。用 更小的块大小来达到峰值I0PSo

大部分应用不会写这么大的块。InnoDB写操作通常是16KB或512字节的块组合到一起 写回。因此，设备应该只有274MB/S的写出带宽——这是阶段A的情况，在垃圾回收 器开启和设备达到长期稳定的性能等级前！

在我们的博客中，可以找到目前的MySQL基准测试，以及在固态硬盘上裸设备文件I/O 的工作负载:*http://www.ssdperformanceblog.com* 方口 *<http://www.mysqlperformanceblog>.*

*como*

9.4.4固态硬盘驱动器(SSD)

SSD模拟SATA硬盘驱动器。这是一个兼容性功能：替换SATA硬盘不需要任何特殊的 驱动程序或接口。

英特尔的X-25E驱动器可能是我们今天看到在服务器中最常见的固态硬盘，但也有很多 其他选择。X-25E是为“企业”级消费市场开发的，但也有用MLC存储的X-25M,这 是为笔记本电脑用户等大众市场准备的。此外，英特尔还销售320系列，也有很多人正 在使用。再次，这仅仅是一个供应商一一还有很多，在这本书去印刷的时候，我们所写 的关于SSD的一些东西可能已经过时。

□05＞关于SSD的好处是，它们有大量的品牌和型号相对是比较便宜的，同时它们比硬盘快了 很多。最大的缺点是，它们并不总是像硬盘一样可靠，这取决于品牌和型号。直到最近, 大多数设备都没有板载电池，但大多数设备上有一个写缓存来缓冲写入。写入缓存在没 有电池备份的情况下并不能持久化，但是在快速增长的写负载下，它不能关闭，否则闪 存存储无法承受。所以，如果禁用了驱动器的高速缓存以获得真正持久化的存储，将会 更快地耗完设备寿命，在某些情况下，这将导致保修失效。

有些厂家完全不急于告诉购买他们固态硬盘的客户关于SSD的特点，并且他们对设备的 内部架构等细节守口如瓶。是否有电池或电容保护写缓存的数据安全，在电源故障的情 况下，通常是一个悬而未决的问题。在某些情况下，驱动器会接受禁用缓存的命令，但 忽略了它。所以，除非做过崩溃试验，否则真的有可能不知道驱动器是否是持久化的, 我们对一些驱动器进行了崩溃测试，发现了不同的结果。如今，一些驱动器有电容器保 护缓存，使其可以持久化，但一般来说，如果驱动器不是自夸有一个电池或电容，那么 它就没有。这意味着在断电的情况下不是持久化的，所以可能出现数据已经损坏却还不 知情的情况。SSD是否配置电容或电池是我们必须关注的特性。

通常，使用SSD都是值得的。但底层技术的挑战是不容易解决的。很多厂家做出的驱动 器在高负载下很快就崩溃了，或不提供持续一致的性能。一些低端的制造商有一个习惯, 每次发布新一代驱动器，就声称他们已经解决了老一代的所有问题。这往往是不真实的, 当然，如果关心可靠性和持续的高性能，“企业级”的设备通常值得它的价钱。

用 SSD 做 RAID

我们建议对 SATA SSD 盘使用 RAID （Redundant Array of Inexpensive Disks,磁盘冗余 阵列）。单一驱动器的数据安全是无法让人信服的。

许多旧的RAID控制器并不支持SSDO因为它们假设管理的是机械硬盘，包括写缓冲和 写排序这些特性都是为机械硬盘而设计的。这不但纯属无效工作，也会增加响应时间, 因为SSD暴露的逻辑位置会被映射到底层闪存记忆体中的任意位置。现在这种情况好一 点。有些RAID控制器的型号末尾有一个字母，表明它们是为SSD做了准备的。例如, Adaptec控制器用Z标识。

然而，即使支持闪存的控制器，也不一定真的就对闪存支持很好。例如，Vadim对 Adaptec 5805Z控制器进行了基准测试，他用了多种驱动器做RAID 10, 16个并发操作 500 GB的文件。结果是很糟糕的：95%的随机写延迟在两位数的毫秒，在最坏的情况下，<M] 超过一秒钟注七（期望的应该是亚毫秒级写入。）

这种特定的比较，是一家客户为了看到Micron SSD是否会比64GB的Intel SSD更好而• 做的，该比较是基于相同的配置的。当为英特尔驱动器进行基准测试时，我们发现了相 同的性能特征。因此，我们尝试了一些其他驱动器的配置，不管有没有SAS扩展器，看 看会发生什么。表9.1显示了这个结果。

表9・1 ： SAdaptec RAID控制器上用SSD进行的基准测试

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 驱动器艱量 | 厂家 | 大小 | **SAS**扩展器 | 随机读 | 随机写 |
| **34** | **Intel** | **64 GB** | **Yes** | **310 MB/s** | **130 MB/s** |
| **14** | **Intel** | **64 GB** | **Yes** | **305 MB/s** | **145 MB/s** |
| **24** | **Micron** | **50 GB** | **No** | **350 MB/s** | **120 MB/s** |
| **34** | **Intel** | **50 GB** | **No** | **350 MB/s** | **180 MB/s** |

这些结果都没有达到我们对这么多驱动器的期望。在一般情况下，RAID控制器的性能 表现，只能满足对6〜8个驱动器的期望，而不是几十个。原因很简单，RAID控制器 达到了瓶颈。这个故事的重点是，在对硬件投入巨资前，应该先仔细进行基准测试—— 结果可能与期望的有相当大的区别。

9.4.5 PCIe存储设备

相对于SATA SSD, PCIe设备没有尝试模拟硬盘驱动器。这种设计是好事：服务器和硬 盘驱动器之间的接口不能完全发挥闪存的性能。SAS/SATA互联带宽比PCIe要低，所以 PCIe对高性能需求是更好的选择。PCIe设备延迟也低得多，因为它们在物理上更靠近 CPUo

没有什么比得上从PCIe设备上获得的性能。缺点就是它们太贵了。

所有我们熟悉的型号都需要一个特殊的驱动程序来创建块设备，让操作系统把它认成一 个硬盘驱动器。这些驱动程序使用着混合磨损均衡和其他逻辑的策略；有些使用主机系° 统的CPU和内存，有些使用板载的逻辑控制器和RAM （内存）。在许多场景下，主机 系统有丰富的CPU和RAM资源，所以相对于购买一个自身有这些资源的卡，利用主机 上的资源实际上是更划算的策略。

我们不建议对PCIe设备建RAIDO它们用RAID就太昂贵了，并且大部分设备无论以何

种方式，都有它们自己板载的RAIDO我们并不真的知道控制器坏了以后会怎么样，但 <4pT] 是厂商说他们的控制器通常跟网卡或者RAID控制器一样好，看起来确实是这样。换

注**10：**但这不是全部。我们在基准测试后检查了驱动器，并且发现两块**SSD**坏盘，有一块不一致。 句话说，这些设备的平均无故障时间间隔(MTBF)接近于主板，所以对这些设备使用 RAID只是增加了大量成本而没有多少好处。

有许多家供应商在生产PCIe闪存卡。对MySQL用户来说最著名的厂商是Fusion』。和 Virident,但是像Texas Memory Systems. STEC和OCZ这样的厂商也有用户。SLC和 MLC都有相应的PCIe卡产品。

9.4.6其他类型的固态存储

除了 SSD和PCIe设备，也有其他公司的产品可以选择，例如Violin Memory, SandForce和Texas Memory Systems。这些公司提供有几十TB存储容量，本质上是闪存 SAN的大箱子。它们主要用于大型数据中心存储的整合。虽然价格非常昂贵，但是性能 也非常高。我们知道一些使用的例子，并在某些场景下测量过性能。这些设备能够提供 相当好的延迟，除了网络往返时间一一例如，通过NFS有小于4毫秒的延迟。

然而这些都不适合一般的MySQL市场。它们的目标更针对其他数据库，如Oracle,可 以用来做共享存储集群。一般情况下，MySQL在如此大规模的场景下，不能有效利用 如此强大的存储优势，因为在数十个TB的数据下MySQL很难良好地工作——MySQL 对这样一个庞大的数据库的回答是，拆分、横向扩展和无共享(Shared.nothing)架构。

虽然专业化的解决方案可能能够利用这些大型存储设备一一例如Infobright可能成为候 选人。ScaleDB可以部署在共享存储(Shared・storagc)架构，但我们还没有看到它在生 产环境应用，所以我们不知道其工作得如何。

9.4.7什么时候应该使用闪存

固态存储最适合使用在任何有着大量随机I/O工作负载的场景下。随机I/O通常是由于 数据大于服务器的内存导致的。用标准的硬盘驱动器，受限于转速和寻道延迟，无法提 供很高的IOPSo闪存设备可以大大缓解这种问题。

当然，有时可以简单地购买更多内存，这样随机工作负载就可以转移到内存，I/O就不 存在了。但是当无法购买足够的内存时，闪存也可以提供帮助。另一个不能总是用内存 解决的问题是，高吞吐的写入负载。增加内存只能帮助减少写入负载到磁盘，因为更多 的内存能创造更多的机会来缓冲、合并写。这允许把随机写转换为更加顺序的I/O。

®> 然而，这并不能无限地工作下去，一些事务或插入繁忙的工作负载不能从这种方法中获 益。闪存存储在这种情况下却也有帮助。

单线程工作负载是另一个闪存的潜在应用场景。当工作负载是单线程的时候，它是对延迟非常敏感的，固态存储更低的延迟可以带来很大的区别。相反，多线程工作负载通常 可以简单地加大并行化程度以获得更高的吞吐量。MySQL复制是单线程工作的典型例 子，它可以从低延迟中获得很多收益。在备库跟不上主库时，使用闪存存储往往可以显 著提高其性能。

闪存也可以为服务器整合提供巨大的帮助，尤其是PCIe方式的。我们已经看到了机会， 把很多实例整合到一台物理服务器——有时髙达10或15倍的整合都是可能的。更多关 于这个话题的信息，请参见第11章。

然而闪存也可能不一定是你要的答案。一个很好的例子是，像InnoDB日志文件这样的 顺序写的工作负载，闪存不能提供多少成本与性能优势，因为在这种情况下，闪存连续 写方面不比标准硬盘快多少。这样的工作负载也是高吞吐的，会更快耗尽闪存的寿命。 在标准硬盘上存放日志文件通常是一个更好的主意，用具有电池保护写缓存的RAID控 制器。

有时答案在于内存/磁盘的比例，而不只是磁盘。如果可以买足够的内存来缓存工作负载， 就会发现这更便宜，并且比购买闪存存储设备更有效。

9.4.8 使用 Flashcache

虽然有很多因素需要在闪存、硬盘和RAM之间权衡，在存储层次结构中，这些设备没 有被当作一个整体处理。有时可以使用磁盘和内存技术的结合，这就是Flashcacheo

Flashcache是这种技术的一个实现，可以在许多系统上发现类似的使用，例如Oracle数 据库、ZFS文件系统，甚至许多现代的硬盘驱动器和RAID控制器。下面讨论的许多东 西应用广泛，但我们将只专注于Flashcache,因为它和厂商、文件系统无关。

Flashcache是一个Linux内核模块，使用Linux的设备映射器(Device Mapper)。它在 内存和磁盘之间创建了一个中间层。这是Facebook开源和使用的技术之一，可以帮助其 优化数据库负载。

Flashcache创建了一个块设备，并且可以被分区，也可以像其他块设备一样创建文件系统， 特点是这个块设备是由闪存和磁盘共同支撑的。闪存设备用作读取和写入的智能高速缓 存。

虚拟块设备远比闪存设备要大，但是没关系，因为数据最终都存储在磁盘上。闪存设备 只是去缓冲写入和缓存读取，有效弥补了服务器内存容量的不足注七
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注**11** ：意思就是内存放不下要缓存的数据时，换出到**Flashcache Flashache**的闪存设备可以帮助继续 缓存，而不会立刻落到磁盘。——译者注 这种性能有多好呢？ Flashcache似乎有相对较高的内核开销。（设备映射并不总是像看 起来那么有效，但我们还没深入调査找出原因。）但是，尽管Flashcache理论上可能更 高效，但最终的性能表现并不如底层的闪存存储那么好，不过它仍然比磁盘快很多，所 以还是值得考虑的方案。

我们用包含数百个基准测试的一系列测试来评估Flashcache的性能，但是我们发现在人 工模拟的工作负载下，测出有意义的数据是非常困难的。于是我们得出结论，虽然并不 清楚Flashcache通常对写负载有多大好处，但是对读肯定是有帮助的。于是它适合这样 的情况使用：有大量的读I/O,并且工作集比内存大得多。

除了实验室测试，我们有一些生产环境中应用Flashcache的经验。想到的一个例子是， 有个4TB的数据库，这个数据库遇到了很大的复制延迟。我们给系统加了半个TB的 Virident PCIe卡作为存储。然后安装了 Flashcache,并且把PCIe卡作为绑定设备的闪存 部分，复制速度就翻了一倍。

当闪存卡用得很满时使用Flashcache是最经济的，因此选择一张写得很满时其性能不会 降低多少的卡非常重要。这就是为什么我们选择Virident卡。

Flashcache就是一个缓存系统，所以就像任何其他缓存一样，它也有预热问题。虽然预 热时间可能会非常长。例如，在我们刚才提到的情况下,Flashcache需要一个星期的预热, 才能真正对性能产生帮助。

应该使用Flashcache吗？根据具体情况可能会有所不同，所以我们认为在这一点上，如 果你觉得不确定，最好得到专家的意见。理解Flashcache的机制和它们如何影响你的数 据库工作集大小是很复杂的，在数据库下层（至少）有三层存储：

* 首先，是InnoDB缓冲池，它的大小跟工作集大小一起可以决定缓存的命中率。缓 存命中是非常快的，响应时间非常均匀。
* 在缓冲池中没有命中，就会到Flashcache设备上去取，这就会产生分布比较复杂的 响应时间。Flashcache的缓存命中率由工作集大小和闪存设备大小决定。从闪存上 命中比在磁盘上査找要快得多。
* Flashcache设备缓存也没有命中，那就得到磁盘上找，这也会看到分布相当均匀的 比较慢的响应时间。

网〉有可能还有更多层次：例如，SAN或RAID控制器的缓存。

这有一个思维实验，说明这些层是如何交互的。很显然，从Flashcache设备访问的响应 时间不会像直接访问闪存设备那么稳定和高速。但是想象一下，假设有1TB的数据，其 中100 GB在很长一段时间会承受99%的I/O操作。也就是说，大部分时候99%的工作

集只有100 GBO

现在，假设有以下的存储设备:一个很大的RAID卷，可以执行1 000 IOPS,以及一个 可以达到100 000 IOPS的更小的闪存设备。闪存设备不足以存放所有的数据——假设只 有128 GB 因此单独使用闪存不是一种可能的选择。如果用闪存设备做Flashcache, 就可以期望缓存命中远远快于磁盘检索，但Flashcache整体比单独使用闪存设备要慢。 我们坚持用数字说话，如果90%的请求落到Flashcache设备，相当于达到50 000 IOPSo

这个思维实验的结果是什么呢？有两个要点：

1. 系统使用Flashcache比不使用的性能要好很多，因为大多数在缓冲池未命中的页面 访问都被缓存在闪存卡上，相对于磁盘可以提供快得多的访问速度。（99%的工作 集可以完全放在闪存卡上。）
2. Flashcache设备上有90%的命中率意味着有10%没有命中。因为底层的磁盘只能提 供1 000 IOPS,因此整个Flashcache设备可以支持10 000的IOPS。为了明白为什 么是这样的，想象一下如果我们要求不止于此会发生什么：10%的I/O操作在缓存 中没有命中而落到了 RAID卷上，则肯定要求RAID卷提供超过1 OOOIOPS,很显 然是没法处理的。因此，即使Flashcache比闪存卡慢，系统作为一个整体仍然受限 于RAID卷，不止是闪存卡或Flashcacheo

归根到底，Flashcache是否合适是一个复杂的决定，涉及的因素很多。一般情况下，它 似乎最适合以读为主的I/O密集型负载，并且工作集太大,用内存优化并不经济的情况。

9.4.9优化固态存储上的MySQL

如果在闪存上运行MySQL,有一些配置参数可以提供更好的性能。InnoDB的默认配置 从实践来看是为硬盘驱动器定制的，而不是为固态硬盘定制的。不是所有版本的IrnioDB 都提供同样等级的可配置性。尤其是很多为提升闪存性能设计的参数首先出现在Percona Server中，尽管这些参数很多已经在Oracle版本的InnoDB中实现，或者计划在未来的 版本中实现。

改进包括：

增加InnoDB的I/O容量
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闪存比机械硬盘支持更高的并发量，所以可以增加读写I/O线程数到10或15来获 得更好的结果。也可以在2 000 ~ 20 000范围内调整innodb\_io\_capacity选项，这 要看设备实际上能支撑多大的IOPSo尤其是对Oracle官方的InnoDB这个很有必要， 内部有更多算法依赖于这个设置。

让InnoDB日志文件更大

即使最近版本的InnoDB中改进了崩溃恢复算法，也不应该把磁盘上的日志文件调 得太大，因为崩溃恢复时需要随机I/O访问，会导致恢复需要很长一段时间。闪存 存储让这个过程快很多，所以可以设置更大的InnoDB H志文件，以帮助提升和稳 定性能。对于Oracle官方的InnoDB,这个设置尤其重要，它维持一个持续的脏页 刷新比例有点麻烦，除非有相当大的日志文件——4GB或者更大的日志文件，在写 的时候对服务器来说是个不错的选择。Percona Server和MySQL 5.6支持大于4GB 的日志文件。

把一些文件从闪存转移到RAID

除了把InnoDB 0志文件设置得更大，把日志文件从数据文件中拿出来，单独放在 一个带有电池保护写缓存的RAID组上而不是固态设备上，也是个好主意。这么做 有几个原因。一个原因是日志文件的I/O类型，在闪存设备上不比在这样一个RAID 组上要快。IrnioDB写日志是以512字节为单位的顺序I/O写下去，并且除了崩溃恢 复会顺序读取，其他时候绝不会去读。这样的I/O操作类型用闪存设备是很浪费的。 并且把小的写入操作从闪存转移到RAID卷也是个好主意，因为很小的写入会增加 闪存设备的写放大因子，会影响一些设备的使用寿命。大小写操作混合到一起也会 引起某些设备延时的增加。

基于相同的原因，有时把二进制日志文件转移到RAID卷也会有好处。并且你可 能会认为*ibdatal*文件也适合放在RAID卷上，因为*ibdatal*文件包含双写缓冲 (Doublewrite Buffer)和插入缓冲(Insert Buffer),尤其是双写缓冲会进行很多重复 写入。在Percona Server中，可以把双写缓冲从*ibdatal*文件中拿出来，单独存放到 一个文件，然后把这个文件放在RAID卷上。

还有另一个选择：可以利用Percona Server的特性，使用4KB的块写事务日志，而 不是512字节。因为这会匹配大部分闪存本身的块大小，所以可以获得更好的效果。 所有的上述建议是对特定硬件而言的，实际操作的时候可能会有所不同，所以在大 规模改动存储布局之前要确保已经理解相关的因素——并辅以适当的测试。

**[~412＞**禁用预读

预读通过通知和预测读取模式来优化设备的访问，一旦认为某些数据在未来需要被 访问到，就会从设备上读取这些数据。实际上在InnoDB中有两种类型的预读，我 们发现在多种情况下的性能问题，其实都是预读以及它的内部工作方式造成的。在 许.多情况下开销比收益大，尤其是在闪存存储，但我们没有确凿的证据或指导，禁 用预读究竟可以提高多少性能。

在MySQL 5.1的InnoDB Plugin中，MySQL禁用了所谓的“随机预读”，然后在 MySQL 5.5又重新启用了它，可以在配置文件用一个参数配置。Percona Server能 让你在旧版本里也一样可以配置为random (随机)或linear read-ahead (线性预读)。

配K InnoDB刷新算法

这决定InnoDB什么时候、刷新多少、刷新哪些页面，这是个非常复杂的主题，这 里我们没有足够的篇幅来讨论这些具体的细节。这也是个研究比较活跃的主题，并 且实际上在不同版本的InnoDB和MySQL中有多种有效的算法。

标准InnoDB算法没有为闪存存储提供多少可配置性，但是如果用的是Percona XtraDB （包含在 Percona Server 和 MariaDB 中*）*,我们建议设置 innodb\_adaptive\_ checkpoint选项为keep\_ave「age,不要用默认值estimate。这可以确保更持续的 性能，并且避免服务器抖动，因为estimate算法会在闪存存储上引起抖动。我们专 门为闪存存储开发了 keep\_average,因为我们意识到对于闪存设备，把希望操作的 大量I/O推到设备上，并不会引起瓶颈或发生抖动。

另外，建议为闪存设备设置innodb\_flush\_neighbor pages = 0O这样可以避免 InnoDB尝试查找相邻的脏页一起刷写。这个算法可能会导致更大块的写、更高的延 迟，以及内部竞争。在闪存存储上这完全没必要，也不会有什么收益，因为相邻的 页面单独刷新不会冲击性能。

禁用双写缓冲的可能

相对于把双写缓存转移到闪存设备，可以考虑直接关闭它。有些厂商声称他们的设 备支持16KB的原子写入，使得双写缓冲成为多余的。如果需要确保整个存储系统 被配置得可以支持16KB的原子写入，通常需要O\_DIRECT和XFS文件系统。

没有确凿的证据表明原子操作的说法是真实的，但由于闪存存储的工作方式，我们 相信写数据文件发生页面写一部分的情况是大大减少的，并且这个收益在闪存设备 上屮在传统磁盘上要高得多，禁用双写缓冲在闪存存储上可以提高MySQL整体性 能差不多50%,尽管我们不知道这是不是100%安全的，但是你可以考虑下这么做。OE 限制插入缓冲大小

插入缓冲（在新版InnoDB中称为变更缓冲（Change Buffer））设计来用于减少当更 新行时不在内存中的非唯一索引引起的随机I/O。在硬盘驱动器上，减少随机I/O可 以带来巨大的性能提升。对某些类型的工作负载，当工作集比内存大很多时，差异 可能达到近两个数量级。插入缓冲在这类场景下就很有用。

然而，对闪存就没有必要了。闪存上随机I/O非常快，所以即使完全禁用插入缓冲， 也不会带来太大影响，尽管如此，可能你也不想完全禁用插入缓存。所以最好还是 启用，因为I/O只是修改不在内存中的索引页面的开销的一部分。对闪存设备而言， 最重要的配置是控制最大允许的插入缓冲大小，可以限制为一个相对比较小的值， 而不是让它无限制地增长，这可以避免消耗设备上的大量空间，并避免*ibdatal*文 件变得非常大的情况。在本书写作的时候，标准InnoDB还不能配置插入缓存的容 量上限，但是在 Percona XtraDB （Percona Server 和 MariaDB 都包含 XtraDB）里可 以。MySQL 5.6里也会增加一个类似的变量。

除了上述的配置建议，我们还提出或讨论了其他一些闪存优化策略。然而，不是所有的 策略都非常容易明白，所以我们只是提到了一部分，最好自己研究在具体情况下的好处。

' 首先是InnoDB的页大小。我们发现了不同的结果，所以我们现在还没有一个明确的建

议。好消息是，在Percona Server中不需要重编译也能配置页面大小，在MySQL 5.6中 这个功能也可能实现。以前版本的MySQL需要重新编译服务器才能使用不同大小的页 面，所以大部分情况都是运行在默认的16KB页面。当页面大小更容易让更多人进行实 验时，我们期待更多非标准页面大小的测试，可能能从中得到很多重要的结论。

另一个提到的优化是InnoDB页面校验（Checksum）的替代算法。当存储系统响应很快时， 校验值计算可能开始成为I/O相关操作中显著影响时间的因素，并且对某些人来说这个 计算可能替代I/O成为新的瓶颈。我们的基准测试还没有得出可适用于普遍场景的结论， 所以每个人的情况可能有所不同。Percona XtraDB允许修改校验算法，MySQL 5.6也有 了这个功能。

可能已经提醒过了，我们提到的很多功能和优化在标准版本的InnoDB中是无效的。我 们希望并且相信我们引入Percona Server和XtraDB中的改进点，最终将会被广大用户接 04> 受。与此同时，如果正使用Oracle官方MySQL分发版本，依然可以对服务器采取措施 为闪存进行优化。建议使用innodb\_file\_per\_table,并且把数据文件目录放到闪存设备。 然后移动*ibdatal*和日志文件，以及其他所有日志文件（二进制日志、复制日志，等等）， 到RAID卷，正如我们之前讨论的。这会把随机I/O集中到闪存设备上，然后把大部分 顺序写入的压力尽可能转移出闪存，因而可以节省闪存空间并且减少磨损。

另外，所有版本的MySQL服务器，都应该确认超线程开启了。当使用闪存存储时，这 有很大的帮助，因为磁盘通常不再是瓶颈，任务会更多地从I/O密集变为CPU密集。

9.5为备库选择硬件

为备库选择硬件与为主库选择硬件很相似，但是也有些不同。如果正计划着建一个备库 做容灾，通常需要跟主库差不多的配置。不管备库是不是仅仅作为一个主库的备用库, 都应该强大到足以承担主库上发生的所有写入，额外的不利因素是备库只能序列化串行 执行。（下一章有更多关于这方面的内容）。

备库硬件主要考虑的是成本：需要在备库硬件上花费跟主库一样多的成本吗？可以把备 库配置得不一样以便从备库上获得更多性能吗？如果备库跟主库工作负载不一样，可以 从不一样的硬件配置上获得隐含的收益吗？

这一切都取决于备库是否只是备用的，你可能希望主库和备库有相同的硬件和配置，但 是，如果只是用复制作为扩展更多读容量的方法，那备库可以有多种不同的捷径。例如，

可能在备库使用不一样的存储引擎，并且有些人使用更便宜的硬件或者用RAIDO代替 RAID 5或RAID 10o也可以取消一些一致性和持久性的保证让备库做更少的工作。

这些措施在大规模部署的情况下具有很好的成本效益，但是在小规模的情况下，可能只 会使事情变得更加复杂。在实践中，似乎大多数人都会选择以下两种策略为备库选择硬 件：主备使用相同的硬件，或为主库购买新的硬件，然后让备库使用主库淘汰的老硬件。

在备库很难跟上主库时，使用固态硬盘有很大的意义。很好的随机I/O性能有助于缓解 单个复制线程的影响。

9.6 RAID性能优化

存储引擎通常把数据和索引都保存在一个大文件中，这意味着用RAID （Redundant Array of Inexpensive Disks,磁盘冗余阵列）存储大量数据通常是最可行的方法注 RAID可以帮助做冗余、.扩展存储容量、缓存，以及加速。但是从我们看到的一些优化 案例来说，RAID上有多种多样的配置，为需求选择一个合适的配置非常重要。

我们不想覆盖所有的RAID等级，或者深入细节来分析不同的RAID等级分别如何存储 数据。关于这个主题有很多好资料，在一些书籍和在线文档可以找到注％因此，我们专 注于怎样配置RAID来满足数据库服务器的需求。最重要的RAID级别如下：

*RAID 0*

如果只是简单地评估成本和性能，RAID0是成本最低和性能最高的RAID配置（但 是，如果考虑数据恢复的因素，RAID 0的代价会非常高）。因为RAID 0没有冗余， 建议只在不担心数据丢失的时候使用，例如备库或者因某些原因只是“一次性”使 用的时候。典型的案例是可以从另一台备库轻易克隆出来的备库服务器。再次说明， RAID 0没有提供任何冗余，即使R在RAID中表示冗余。实际上，RAID 0阵列的 损坏概率比单块磁盘要高，而不是更低！

*RAID 1*

RAID 1在很多情况下提供很好的读性能，并且在不同的磁盘间冗余数据，所以有很 好的冗余性。RAID 1在读上比RAID 0快一些。它非常适合用来存放日志或者类似 的工作，因为顺序写很少需要底层有很多磁盘（随机写则相反，可以从并发中受益）。 这通常也是只有两块硬盘又需要冗余的低端服务器的选择。

注**12：**分区（看第**7**章）是另一个好办法，因为它通常把文件分成多份，你可以放在不同的磁盘上。但是， 相对于分区，**RAID**对于很大数据是一个更简单的解决方案。这不需要你手动进行负载平衡或者在 负载分布发生变化时进行干预，并且可以提供冗余，而你不能把分区文件放在不同的磁盘。

注**13** ：两个很好的**RAID**学习资源是维基百科上的文章*（http://en.wikipedia.org/wiki/RAID）*和**AC&NC**教 程 *[http://www.acnc.com/04\_p0.html。](http://www.acnc.com/04_p0.html%e3%80%82)*

RAIDO和RAID 1很简单，在软件中很好实现。大部分操作系统可以很简单地用软 件创建RAID 0和RAID 1 o

l~416> *RAID 5*

RAID 5有点吓人，但是对某些应用,这是不可避免的选择，因为价格或者磁盘数量（例 如需要的容量用RAID 1无法满足）的原因。它通过分布奇偶校验块把数据分散到 多个磁盘，这样，如果任何一个盘的数据失效，都可以从奇偶校验块中重建。但如 果有两个磁盘失效了，则整个卷的数据无法恢复。就每个存储单元的成本而言，这 是最经济的冗余配置，因为整个阵列只额外消耗了一块磁盘的存储空间。

在RAID 5 ±随机写是昂贵的，因为每次写需要在底层磁盘发生两次读和两次写， 以计算和存储校验位。如果写操作是顺序的，那么执行起来会好一些，或者有很 多物理磁盘也行。另外说一下，随机读和顺序读都能很好地在RAID 5下执行注七 RAID 5用作存放数据或者日志是一种可接受的选择，或者是以读为主的业务，不需 要消耗太多写I/O的场景。

RAID 5最大的性能消耗发生在磁盘失效时，因为数据需要重分布到其他磁盘。这会 严重影响性能,如果有很多磁盘会更糟糕。如果在重建数据时还保持服务器在线服务， 那就别指望重建的速度或者阵列的性能会好。如果使用RAID 5,最好有一些机制可 以做故障迁移，当有问题的时候让一台机器不再提供服务，另一台接管。不管怎样， 对系统做一下故障恢复时的性能测试很有必要，这样就可以知道故障恢复时的性能 表现到底如何。如果一块磁盘失效，RAID组在重建过程中，会导致磁盘性能下降， 使用这个存储的服务器整体性能可能会不成比例地被影响到慢两倍到五倍。

RAID 5的奇偶校验块会带来额外的性能开销，这会限制它的可扩展性，超过10块 硬盘后RAID 5就不能很好地扩展，RAID缓存也会有些问题。RAID 5的性能严重 依赖于RAID控制器的缓存，这可能跟数据库服务器需要的缓存冲突了。我们稍后 会讨论缓存。

尽管RAID 5有这么多问题，但有个有利因素是它非常受欢迎。因此，RAID控制器 往往针对RAID 5做了高度优化，虽然有理论极限，但是智能控制器充分利用高速 缓存使得RAID 5在某些场景下有时可以达到接近RAID 10的性能。实际上这可能 反映了 RAID 10的控制器缺少很好的优化，但不管是什么原因，这就是我们所见到的。

*RAID 10*

RAID 10对数据存储是个非常好的选择。它由分片的镜像组成，所以对读和写都有 良好的扩展性。相对于RAID 5,重建起来很简单，速度也很快。另外RAID 10还 可以在软件层很好地实现。

当失去一块磁盘时，性能下降还是比较明显的，因为条带可能成为瓶颈注七 性能可

注14 :因为读取并不需要写校验位。——译者注

注15：意思是损失一块盘，读取的时候本来可以从相互镜像的两块盘中同时读，少了一块盘就只能从另 一块镜像盘上去读了。一译者注

能下降为50%,具体要看工作负载。需要注意的一件事是，RAID控制器对RAID <33

10釆用了一种“串联镜像”的实现。这不是最理想的实现，由于条带化的缺点是“最 经常访问的数据可能仅被放置在一对机械磁盘上，而不是分布很多份，”所以可能会 遇到性能不佳的情况。

*RAID 50*

RAID 50由条带化的RAID5组成，如果有很多盘的话，这可能是RAID 5的经济性 和RAID 10的高性能之间的一个折中。它的主要用处是存放非常庞大的数据集，例 如数据仓库或者非常庞大的OLTP系统。

表9-2是多种RAID配置的总结。

表9-2： RAID等级之间的比较

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 等级; | 概要 | 冗余 | 盘数 | 读快 | 写快 |
| **RAID0** | 便宜，快速，危险 | **No** | **N** | **Yes** | **Yes** |
| **RAID 1** | 高速读，简单，安全 | **Yes** | **2** （通常） | **Yes** | **No** |
| **RAID 5** | 安全（速度）成本折中 | **Yes** | **N + 1** | **Yes** | 依赖于最慢的盘 |
| **RAID 10** | 昂贵，高速，安全 | **Yes** | **2N** | **Yes** | **Yes** |
| **RAID 50** | 为极大的数据存储服务 | **Yes** | **2(N + 1)** | **Yes** | **Yes** |

9.6.1 RAID的故障转移、恢复和镜像

RAID配置（除了 RAID 0）都提供了冗余。这很重要，但很容易让人低估磁盘同时发生 故障的可能性。千万不要认为RAID能提供一个强有力的数据安全性保证注七

RAID不能消除甚至减少备份的需求。当出现问题的时候，恢复时间要看控制器、RAID 等级、阵列大小、硬盘速度，以及重建阵列时是否需要保持服务器在线。

硬盘在完全相同的时间损坏是有可能的。例如，峰值功率或过热，可以很容易地废掉两 个或更多的磁盘。然而，更常见的是，两个密切相关的磁盘注”出现故障。许多这样的隐 患可能被忽视了。一个常见的情况是，很少被访问的数据，在物理媒介上损坏了。这可 能几个月都检测不到，直到尝试读取这份数据，或另一个硬盘也失效了，然后RAID控 制器尝试使用损坏的数据来重建阵列。越大的硬盘驱动器，越容易发生这种情况。

这就是为什么做RAID阵列的监控如此重要。大部分控制器提供了一些软件来报告阵列 的状态，并且需要持续跟踪这些状态，因为不这么做可能就会忽略了驱动器失效。你可 能丧失恢复数据和发现问题的时机，当第二块硬盘损坏时，已经晚了。因此应该配置一 03 个监控系统来提醒硬盘或者RAID卷发生降级或失效了。

注**16：**尤其是**SSD**盘，同时损坏的可能性是比较大的。——译者注

注**17 :**例如一份数据的两个镜像就在这两个盘上。——译者注

对阵列积极地进行定期一致性检査，可以减少潜在的损坏风险。某些控制器有后台巡检 (Background Patrol Read)功能，当所有驱动器都在线服务时，可以检查媒介是否有损 坏并且修复，也可以帮助避免此类问题的发生。在恢复时，非常大型的阵列可能会降低 检査速度，所以创建大型阵列时一定要确保制定了相应的计划。

也可以添加一个热备盘，这个盘一般是未使用状态，并且配置为备用状态，有硬盘坏了 之后控制器会自动把这块盘恢复为使用状态。如果依赖于每个服务器的可用性注％这是 一个好主意。对只有少数硬盘驱动器的服务器，这么做是很昂贵的，因为一个空闲磁盘 的成本比例比较高，但如果有多个磁盘，而不设一个热备盘，就是愚蠢的做法。请记住， 更多的磁盘驱动器会让发生故障的概率迅速增加。

除了监控硬盘失效，还应该监控RAID控制器的电池备份单元以及写缓存策略。如 果电池失效，大部分控制器默认设置会禁用写缓存，把缓存策略从WriteBack改为 WriteThrough0这可能导致服务器性能下降。很多控制器会通过一个学习过程周期性地 对电池充放电，在这个过程中缓存是被禁用的。RAID控制器管理工具应该可以浏览和 配置电池充放电计划，不会让人措手不及。

也许希望把缓存策略设为WriteThrough来测试系统，这样就可以知道系统性能的期望值。 也许需要计划电池充放电的周期，安排在晚上或者周末，重新配置服务器修改innodb\_ flush\_log\_at\_trx\_commit和sync binlog变量，或者在电池充放电时简单地切换到另一 台服务器。

9.6.2平衡硬件RAID和软件RAID

操作系统、文件系统和操作系统看到的驱动器数量之间的相互作用可以是复杂的。Bug、 限制或只是错误配置，都可能会把性能降低到远远低于理论值。

如果有10块硬盘，理想中应该能够承受10个并行的请求，但有时文件系统、操作系统 或RAID控制器会把请求序列化。面对这个问题一个可行的办法是尝试不同的RAID配 置。例如，如果有10个磁盘，并且必须使用镜像冗余，性能也要好，可以考虑下面几 种配置：

• 配置一个包含五个镜像对(RAID 1)的RAID 10卷注％操作系统只会看到一个很大 的单独的硬盘卷，RAID控制器会隐藏底层的10块硬盘。

SE> • 在RAID控制器中配置五个RAID 1镜像对，然后让操作系统使用五个卷而不是一 个卷。注2°

注**18：**就是每个服务器上的数据都会被业务使用，没有机器作为备用的。——译者注

注**19：**就是先做五个两块盘的**RAID 1,**然后再把五个镜像对做成**RAID0,**形成**RAID 10o** ——译者注

注**20：**就是做五个两块盘的**RAID1,**然后交给操作系统使用。——译者注

• 在RAID控制器中配置五个RAID 1镜像对，然后使用软件RAID 0把五个卷做成一 个逻辑卷，通过部分硬件、部分软件的实现方式，有效地实现了 RAID 10o注”

哪个选项是最好的？这依赖于系统中所有的组件如何相互协作。不同的配置可能获得相 同的结果，也可能不同。

我们已经提醒了多种配置可能导致串行化。例如，ext3文件系统每个inode有一个单一 的 Mutex,所以当 InnoDB 是配置为 innodb\_flushjnethod=0\_DIRECT （常见的配置）时， 在文件系统会有inode级别的锁定。这使得它不可能对文件进行I/O并发操作，因而系 统表现会远低于其理论上的能力。

我们见过的另一个案例，请求串行地发送到一个10块盘的RAID10卷中的每个设备，使 用ReiserFS文件系统，InnoDB打开了 innodb file per table选项。尝试在硬件RAID 1的基础上用软件RAID 0做成RAID 10的方式，获得了五倍多的吞吐，因为存储系统 开始表现出五个硬盘同时工作的特性，而不再是一个了。造成这种情况的是一个已经被 修复的Bug,但是这是一个很好的例证，说明这类事情可能发生。

串行化可能发生在任何的软件或硬件堆栈层。如果看到这个问题发生了，可能需要更改 文件系统、升级内核、暴露更多的设备给操作系统，或使用不同的软件或硬件RAID组 合方式。应该检査你的设备的并发性以确保它确实是在做并发I/O （本章稍后有更多关 于这个话题的内容）。

最后，当准备上线一种新服务器时，不要忘了做基准测试！这会帮助你确认能获得所期 望的性能。例如，若一个硬盘驱动器每秒可以做200个随机读，一个有8个硬盘驱动器 的RAID 10卷应该接近每秒1 600个随机读。如果观察到的结果比这个少得多，比如说 每秒500个随机读，就应该研究下哪里可能有问题了。确保基准测试对I/O子系统施加 了跟MySQL 一样的方式的压力——例如，使用O\_DIRECT标记，并且如果使用没有打开 innodb\_file\_per\_table选项的InnoDB,要用一个单一的文件测试I/O性能。通常可以 使用*sysbench*来验证新的硬件设置都是正确的。

9.6.3 RAID配置和缓存

配置RAID控制器通常有几种方法，一是可以在机器启动时进入自带的设置工具，或从 命令行中运行。虽然大多数控制器提供了很多选项，但其中有两个是我们特别关注的， 一是条带化阵列的块大小*（ChunkSize）,*还有就是控制器板载缓存（也称为RAID缓存, 我们使用术语）。

注**21：**有些**RAID**卡不支持直接做**RAID 10,**只能做成几组**RAID 1,**然后由操作系统**LVM**再做**RAID 0,** 最终形成**RAID10o**——译者注

RAID条带块大小

**l~420>**
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最佳条带块大小和具体工作负载以及硬件息息相关。从理论上讲，对随机I/O来说更大 的块更好，因为这意味着更多的读取可以从一个单一的驱动器上满足。

为什么会是这样？在工作负载中找出一个典型的随机I/O操作，如果条带的块大小足够 大，至少大到数据不用跨越块的边界，就只有单个硬盘需要参与读取。但是，如果块大 小比要读取的数据量小，就没有办法避免多个硬盘参与读取。

这只是理论上的观点。在实践中，许多RAID控制器在大条带下工作得不好。例如，控 制器可能用缓存中的缓存单元大小作为块大小，这可能有浪费。控制器也可能把块大小、 缓存大小、读取单元的大小（在一个操作中读取的数据量）匹配起来。如果读的单位太大， RAID缓存可能不太有效，最终可能会读取比真正需要的更多的数据，即使是微小的请求。

当然，在实践中很难知道是否有数据会跨越多个驱动器。即使块大小为16 KB,与 InnoDB的页大小相匹配，也不能让所有的读取对齐16 KB的边界。文件系统可能会把 文件分成片段，每个片段的大小通常与文件系统的块大小对齐，大部分文件系统的块大 小为4KB。一些文件系统可能更聪明，但不应该指望它。

可以配置系统以便从应用到底层存储所有的块都对齐:InnoDB的块、文件系统的 块、LVM,分区偏移、RAID条带、磁盘扇区。我们的基准测试表明，当一切都对齐 时，随机读和随机写的性能可能分别提高15%和23%。对齐一切的精密技术太特殊 了，无法在这细说，但其他很多地方有很多不错的信息，包括我们的博客，*http://^. mysqlperformanceblog. com*。

RAID缓存

RAID缓存就是物理安装在RAID控制器上的（相对来说）少量内存。它可以用来缓冲 硬盘和主机系统之间的数据。下面是RAID卡使用缓存的几个原因：

缓存读取

控制器从磁盘读取数据并发送到主机系统后，通过缓存可以存储读取的数据，如果 将来的请求需要相同的数据，就可以直接使用而无须再次去读盘。

这实际上是RAID缓存一个很糟糕的用法。为什么呢？由于操作系统和数据库服务 器有自己更大得多的缓存。如果数据在这些上层缓存中命中了，RAID缓存中的数 据就不会被使用。相反，如果上层的缓存没有命中，就有可能在RAID缓存中命中， 但这个概率是微乎其微的。因为RAID缓存要小得多，几乎肯定会被刷新掉，被其 他数据填上去了。无论哪种方式，缓冲读都是浪费RAID缓存的事。

缓存预读数据

如果RAID控制器发现连续请求的数据，可能会决定做预读操作——就是预先取出 估计很快会用到的数据。在数据被请求之前，必须有地方放这些数据。这也会使用 RAID缓存来放。预读对性能的影响可能有很大的不同，应该检查确保预读确实有 帮助。如果数据库服务器做了自己的智能预读（例如InnoDB的预读）,RAID控制 器的预读可能就没有帮助，甚至可能会干扰所有重要的缓冲和同步写入。

缓冲写入

RAID控制器可以在高速缓存里缓冲写操作，并且一段时间后再写到硬盘。这样做 有双重的好处:首先，可以快得多地返回给主机系统写“成功”的信号，远远比写 入到物理磁盘上要快；其次，可以通过积累写操作从而更有效地批量操作注22。

内部操作

某些RAID的操作是非常复杂的一一尤其是RAID 5的写入操作,其中要计算校验位， 用来在发生故障时重建数据。控制器做这类内部操作需要使用一些内存。

这也是RAID 5在一些RAID控制器上性能差的原因：为了好的性能需要读取大量 数据到内存。有些控制器不能较好地平衡缓存写和RAID 5校验位操作所需要的内存。

一般情况下，RAID控制器的内存是一种稀缺资源，应该尽量用在刀刃上。缓存读取通 常是一种浪费，但是缓冲写入是加速I/O性能的一个重要途径。许多控制器可以选择 如何分配内存。例如，可以选择有多少缓存用于写入和多少用于读取。对于RAID 0. RAID 1和RAID 10,应该把控制器缓存100%分配给写入用。对于RAID 5,应该保留 一些内存给内部操作。通常这是正确的建议，但并不总是适用——不同的RAID卡需要 不同的配置。

当正在用RAID缓存缓冲写入时，许多控制器可以配置延迟写入多久时间（例如一秒钟、 五秒钟，等等）是可以接受的。较长的延迟意味着更多的写入可以组合在一起更有效 地刷新到磁盘。映点是写入会变得更加“突发的”。但这不是一件坏事，除非应用一连 串的写请求把控制器的缓存填满了才被刷新到磁盘。如果没有足够的空间存放应用程序 的写入请求，写操作就会等待。保持短的延迟意味着可以有更多的写操作，并且会更低 效注23,但能抚平性能波动，并且有助于保持更多的空闲缓存，来接收应用程序的爆发请 求。（我们在这里简化了一一事实上控制器往往很复杂,不同的供应蒿有自己的均衡算法， 所以我们只是试图覆盖基本原则。）

**<422~|**

写入缓冲对同步写入非常有用，例如事务日志和二进制日志（sync\_binlog设置为1） 调用的fsyncO,但是除非控制器有电池备份单元（BBU）或其他非易失性存储注⑦七否

注**22 :**可以缓冲随机**I/O**部分合并为顺序**I/O**。——译者注

注**23 :**因为没有充分地合并**I/O**。——译者注

注**24：**有几种技术，包括电容器和闪存存储，但这里我们都归结到**BBU**这一类。。

则不应该启用RAID缓存。不带BBU的情况下缓冲写，在断电时，有可能损坏数据库， 甚至是事务性文件系统。然而，如果有BBU,启用写入缓存可以提升很多日志刷新的工 作的性能，例如事务提交时刷新事务日志。

最后要考虑的是，许多硬盘驱动器有自己的缓存，可能有“假”的fsync()操作，欺 骗RAID控制器说数据已被写入物理介质注七 有时可以让硬盘直接挂载(而不是挂到 RAID控制器上)，让操作系统管理它们的缓存，但这并不总是有效。这些缓存通常在做 fsync()操作时被刷新，另外同步I/O也会绕过它们直接访问磁盘，但是再次提醒，硬 盘驱动器可能会骗你。应该确保这些缓存在fsyncO时真的刷新了，否则就禁用它们， ' 因为磁盘缓存没有电池供电(所以断电会丢失)。操作系统或RAID固件没有正确地管

理硬盘管理已经造成了许多数据丢失的案例。

由于这个以及其他原因，当安装新硬件时，做一次真实的宕机测试(比如拔掉电源)是 很有必要的。通常这是找出隐藏的错误配置或者诡异的硬盘问题的唯一办法。在*http：// brad.livejournal.com/2116715.html* 有个方便的脚本可以使用。

为了测试是否真的可以依赖RAID控制器的BBU,必须像真实情况一样切断电源一段时 间，因为某些单元断电超过一段时间后就可能会丢失数据。这里再次重申，任何一个环 节出现问题都会使整个存储组件失效。

9.7 SAN 和 NAS

SAN (Storage Area Network)和 NAS (Network-Attached Storage)是两个外部文件存 储设备加载到服务器的方法。不同的是访问存储的方式。访问SAN设备时通过块接口， 服务器直接看到一块硬盘并且可以像硬盘一样使用，但是NAS设备通过基于文件的协议 来访问，例如NFS或SMBO SAN设备通常通过光纤通道协议(FCP)或iSCSI连接到 服务器，而NAS设备使用标准的网络连接。还有一些设备可以同时通过这两种方式访问， 比如NetApp Filer存储系统。.

座〉在接下来的讨论中，我们将把这两种类型的存储统一称为SANO在后面的阅读应该记住 这一点。主要区别在于作为文件还是块设备访问存储。

SAN允许服务器访问非常大量的硬盘驱动器一一通常在50块以上一一并且通常配置大 容量智能高速缓存来缓冲写入。块接口在服务器上以逻辑单元号(LUN)或者虚拟卷(除 非使用NFS)出现。许多SAN也允许多节点组成集群来获得更好的性能或者增加存储 容量。

注**25：**就是**fkync**只是刷新到了硬盘上的缓存，这个缓存是没有电池的，所以掉电会丢失数据。——译者注 目前新一代SAN跟几年前的不同。许多新的SAN混合了闪存和机械硬盘，而不仅仅是 机械硬盘了。它们往往有大到TB级或以上的闪存作为缓存，不像旧的SAN,只有相 对较小的缓存。此外，旧的SAN无法通过配置更大的缓存层来“扩展缓冲池”，而新的 SAN有时可以。因此，相比之下新的SAN可以提供更好的性能。

9.7.1 SAN基准测试

我们已经测试了多个SAN厂商的多种产品。表9-3展示了一些低并发场景下的典型测试 结果。

表9・3：以16KB为单位同步单线程操作单个4GB文件的IOPS

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 设备 | 顺序写 | 顺序读 | 随机写 | 随机读 |
| **SAN1** 做了 **RAID 5** | **2428** | **5794** | **629** | **258** |
| **SAN1** 做了 **RAID 10** | **1765** | **3427** | **1725** | **213** |
| **SAN2** 通过 **NFS** | **1768** | **3154** | **2056** | **166** |
| **10k RPM** 硬盘，**RAID 1** | **7027** | **4773** | **2302** | **310** |
| **Intel SSD** | **3045** | **6266** | **2427** | **4397** |

具体的SAN厂商名字和配置做了保密处理，但是可以透露的是这些都不是便宜的SAN0 测试都是用同步的16 KB操作，模拟InnoDB配置在O\_DIRECT模式时的操作方式。

从表9・3中可以得出什么结论？我们测试的系统不是都可以直接比较的，所以盯着这些 好看的数据点来看不能客观地做出评价。然而，这些结果很好地说明了这类设备的总体 性能表现，SAN可以承受大量的连续写入，因为可以缓冲并合并I/O。SAN提供顺序读 取没有问题，因为可以做预读并从缓存中提出数据。在随机写上会慢一些，因为写入操 作不能较好地合并。因为读取通常在缓存中无法命中，必须等待硬盘驱动器响应，所以 SAN很不适合做随机读取。最重要的是，服务器和SAN之间有传输延迟。这是为什么 <42^ 通过NFS连接SAN时，提供的每秒随机读还不如一块本地磁盘的原因。

我们已经用较大尺寸的文件做了基准测试，但没有用其他尺寸的文件在上述的系统中测 试。然而，无论结果如何，可以预见的是：不管多么强大的SAN,对于小的随机操作， 都无法获得良好的响应时间和吞吐量。延时的大部分都是由于服务器和SAN之间的链 路导致的。

我们的基准测试显示的每秒操作吞吐量，并没有说出完整的故事。至少有三个重要指标： 每秒吞吐量字节数、并发性和响应时间。在一般情况下，相对于直接连接存储（DAS）, SAN无论读写都可以提供更好的顺序I/O吞吐量。大多数SAN可以支持大量的并发性， 但基准测试只有一个线程，这可以说明最坏的情况。但是，当工作集不能放到SAN的 缓存时，随机读在吞吐量和延迟方面将变得很差，甚至延迟将高于直接访问本地存储。

9.7.2使用基于NFS或SMB的SAN

某些SAN,例如NetApp Filer存储，通常通过NFS访问，而不是通过光纤或者iSCSIo 这曾经是我们希望避免的情况，但是NFS今天比以前好了很多。通过NFS可以获得相 当好的性能，尽管需要专门配置网络。SAN厂商提供的最佳实践指导可以帮助了解怎样 配置。

主要考虑的事情是NFS协议自身怎样影响性能。许多文件元信息操作，通常在本地文件 系统或者SAN设备GENAS）的内存中执行，但是在NAS上可能需要一次网络来回发送。 例如，我们提醒过把二进制日志存在NFS上会损害服务器性能，即使关闭sync\_binlog 也无济于事。

也可以通过SMB协议访问SAN或者NAS,需要考虑的问题类似：可能有更多的网络通 信，会对延迟产生影响。对传统桌面用户这没什么影响，他们通常只是在挂载的驱动器 上存储电子表格或者其他文档，或者只是为了备份复制一些东西到另一台服务器。但是 用作MySQL读写它的文件，就会有严重的性能问题。

9.7.3 MySQL 在 SAN ±的性能

I/O基准测试只是一种观察的方式,MySQL在SAN上具体性能表现如何？在许多情况下，

MySQL运行得还可以，可以避免很多SAN可能导致性能下降的情况。仔细地做好逻辑 E425> 和物理设计，包括索引和适当的服务器硬件（尽量配置更多的内存！）可避免很多的随

机I/O操作，或者可以转化为顺序的I/O。然而，应该知道的是，通过一段时间的运行， 这种系统可以达到一个微妙的平衡一一引入一个新的査询,Schema的变化或频繁的操作， 都很容易扰乱这种平衡。.

例如，一个SAN用户，我们知道他对每天的性能表现非常满意，直到有一天他想清理 一张变得非常大的旧表中的大量数据行。这会导致一个长时间运行的DELETE语句，每秒 只能删几百行，因为删除每行所需的随机I/O, SAN无法有效快速地执行。有没有办法 来加快操作，它只是要花费很长的时间才能完成。另一个让他大吃一惊的事是，当对一 个大表执行ALTER类似的操作时明显速度减慢。

这些都是些典型的例子,哪些工作放在SAN上不合适:执行大量的随机I/O的单线程任务。 在当前版本的MySQL中，复制是另一个单线程任务。因此，备库的数据存储在SAN上， 可能更容易落后于主库。批处理作业也可能运行得更慢。在非高峰时段或周末执行一个 一次性的延迟敏感的操作是可以的，但是服务器的很多部分依然需要很好的性能，例如 拷贝、二进制日志，以及InnoDB的事务日志上总是需要很好的小随机I/O性能。

9.7.4应该用SAN吗

嗯，这是个长期存在的问题一一在某些情况下，数百万美元的问题。有很多因素要考虑， 以下我们列出其中的几个。

备份

集中存储使备份更易于管理。当所有数据都存储在一个地方时，可以只备份SAN, 只要确保已经确认过了所有的数据都在。这简化了问题，例如“你确定我们要备份 所有的数据吗？ ”此外，某些设备有如连续数据保护（CDP）以及强大的快照功能 等功能，使得备份更容易、更灵活。

简化容量规划

不确定需要多大容量吗？ SAN可以提供这种能力一一购买大容量存储、分享给很多 应用，并且可以调整大小并按需求重新发布。

存储整合还是服务器整合

某些CIO盘点数据中心运行了哪些东西时，可能会得出结论说大量的I/O容量被浪 费了，这是把存储空间和I/O容量混为一谈了。毫无疑问的是，如果集中存储可以 确保更好地利用存储资源，但这样做将会如何影响使用存储的系统？典型的数据库 操作在性能上可以达到数量级的差异，因此可能会发现，如果集中存储可能需要增 加10倍的服务器（或更多）才能处理原来的工作。尽管数据中心的I/O容量在SAN <426] 上可以更好地被利用，但是会导致其他系统无法充分被利用（例如数据库服务器花 费大量时间等待I/O、应用程序服务器花费大量时间等待数据库，依此类推）。在现 实中我们已经看到过很多通过分散存储来整合服务器并削减成本的例子。

高可用

有时人们认为SAN是高可用解决方案。之所以会这样认为，可能是因为对高可用的 真实含义的理解出现了分歧，我们将在第12章给出建议。

根据我们的经验，SAN经常与故障和停机联系在一起，这不是因为它们不可靠一一 它们没什么问题，也确实很少出故障一一只是因为人们都不愿意相信这样的工程奇 迹其实也会坏的，因而缺乏这方面的准备。此外，SAN有时是一个复杂的、神秘的 黑盒子，当出问题的时候没有人知道该如何解决，并且价格昂贵，难以快速构建管 理SAN所需的专业知识。大多数的SAN都对外缺乏可见性（就是个黑盒子），这也 是为什么不应该只是简单地信任SAN管理员、支持人员或管理控制台的原因。我们 看到过所有这三种人都错了的情况：当SAN出了问题，如出现硬盘驱动器故障导致 性能下降注26的案例。这是另一个推荐使用*sysbench*的理由*:sysbench*可以快速地完 成一个I/O基准测试以证明是否是SAN的问题。

注**26 :**基于网络的**SAN**管理控制台坚持所有硬盘驱动器是健康的——直到我们要求管理员按**Shift+F5**来 禁用他的浏览器缓存并强制刷新控制台！

服务器之间的交互

共享存储可能会导致看似独立的系统实际上是相互影响的，有时甚至会很严重。例 如，我们知道一个SAN用户有个很粗放的认识，当开发服务器上有I/O密集型操作 时，会引起数据库服务器几乎陷于停顿。批处理作业、ALTER TABLE.备份——任何 一个系统上产生大量的I/O操作都可能会导致其他系统的I/O资源不足。有时的影 响远远比直觉想象的糟糕，一个看似不起眼的操作可能会导致严重的性能下降。

成本

成本是什么？管理和行政费用？每秒I/O操作数（IOPS）中每个I/O操作的成本？ 标价？

有充分的理由使用SAN,但无论销售人员说什么，至少从MySQL需要的性能类型 来看，SAN不是最佳的选择。（选择一个SAN供应商并跟它们的销售谈，你可能听 到他们一般也是同意的，然后告诉你他们的产品是一个例外。）如果考虑性价比，结 匝＞ 论会更加清楚，因为闪存存储或配置有电池支持写缓存的RAID控制器加上老式硬

盘驱动器，可以在低得多的价格下提供更好的性能。

关于这个话题，不要忘了让销售给你两台SAN的价格。至少需要两台，否则这台昂 贵的SAN可能会成为故障中的单点。

有许多“血泪史”可以引以为戒，这不是试图吓唬你远离SANO我们知道的SAN用户 都非常地爱这些存储！如果正在考虑是否使用SAN,最重要的事情是想清楚要解决什么 问题。SAN可以做很多事情，但解决性能问题只是其中很小的一部分。相比之下，当不 要求很多高性能的随机I/O,但是对某些功能感兴趣的话，如快照、存储整合、重复数 据删除和虚拟化，SAN可能非常适合。

因此,大多数Web应用不应该让数据库使用SAN,但SAN在所谓的企业级应用很受欢迎。 企业通常不太受预算限制，所以能够负担得起作为“奢侈品”的SAN。（有时SAN甚至 作为一种身份的象征！）

9.8使用多磁盘卷

我们迟早都会碰到文件应该放哪的问题，因为MySQL创建了多种类型的文件：

* 数据和索引文件
* 事务日志文件
* 二进制日志文件
* 常规日志（例如，错误日志、査询日志和慢査询日志）
* 临时文件和临时表

MySQL没有提供复杂的空间管理功能。默认情况下，只是简单地把每个Schema的文件 放入一个单独的目录。有少量选项来控制数据文件放哪。例如，可以指定MylSAM表的 索引位置，也可以使用MySQL 5.1的分区表。

如果正在俛用InnoDB默认配置，所有的数据和文件都放在一组数据文件（共享表空间） 中，只有表定义文件放在数据目录。因此，大部分用户把所有的数据和文件放在了单独 的卷。

然而，有时使用多个卷可以帮助解决I/O负载高的问题。例如，一个批处理作业需要写 入很多数据到一张巨大的表，将这张表放在单独的卷上，可以避免其他查询的I/O受到'影 响。理想的情况下，应该分析不同数据的I/O访问类型，才能把数据放在适当的位置， 但这很难做到，除非已经把数据放在不同的卷上。

你可能已经听过标准建议，就是把事务日志和数据文件放在不同的卷上面，这样日志的 顺序I/O和数据的随机I/O不会互相影响。但是除非有很多硬盘（20或更多）或者闪存存储，＜428] 否则在这样做之前应该考虑清楚代价。

二进制日志和数据文件分离的真正的优势，是减少事故中同时丢失数据和日志文件的可 能性。如果RAID控制器上没有电池支持的写缓存，把它们分开是很好的做法。

但是，如果有备用电池单元，分离卷就可能不是想象中那么必要了。性能差异很小是主 要原因。这是因为即使有大量的事务日志写入，其中大部分写入都很小。因此，RAID 缓存通常会合并I/O请求，通常只会得到每秒的物理顺序写请求。这通常不会干预数据 文件的随机I/O,除非RAID控制器真的整体上饱和了。一般的日志，其中有连续的异 步写入、负荷也低，可以较好地与数据分享一个卷。

将日志放在独立的卷是否可以提升性能？通常情况下是的，但是从成本的角度来看这个 问题，是否真的值得这么做，答案往往是否定的，尽管很多人不这么认为。

原因是：为事务日志提供专门的硬盘是很昂贵的。假设有六个硬盘驱动器，最常规的做 法是把所有六块盘放到一个RAID卷，或者分成两部分，四个放数据，两个放事务日志。 不过如果这样做，就减少了三分之一的硬盘放数据文件,这会导致性能显著地下降。此外， 专门提供两个驱动器，对负载的影响也微不足道（假设RAID控制器有电池支持的写缓 存）。

另一方面，如果有很多硬盘，投入一些给事务日志可能会从中受益。例如，一共有30块 硬盘，可以分两块硬盘（配置为一个RAID 1的卷）给日志，能让日志写尽可能快。对 于额外的性能，也可以在RAID控制器中分配一些写缓存空间给这个RAID*卷。*

成本效益不是唯一考虑的因素。可能想保持InnoDB的数据和事务日志在同一个卷的另 、 一个原因是，这种策略可以使用LVM快照做无锁的备份。某些文件系统允许一致的多 卷快照，并且对这些文件系统，这是一个很轻量的操作,但对于ext3有很多东西需要注意。 （也可以使用Percona XtraBackup来做无锁备份，关于此主题更多的信息，请参阅第15章）

如果已经启用sync\_binlog,二进制日志在性能方面与事务日志相似了。然而，二进制 日志存储跟数据放在不同的卷，实际上是一个好主意一一把它们分开存放更安全，因此 即使数据丢失，二进制日志也可以保存下来。这样，可以使用二进制日志做基于时间点 的恢复。这方面的考虑并不适用于InnoDB的事务日志，因为没有数据文件，它们就没 国〉用了，你不能将事务日志应用到昨晚的备份。（事务日志和二进制日志之间的区别在其 他数据库的DBA看来，很难搞明白，在其他数据库这就是同一个东西。）

另外一个常见的场景是分离出临时目录的文件，MySQL做filcsorts （文件排序）和使用 磁盘临时表时会写到临时目录。如果这些文件不会太大的话，最好把它们放在临时内存 文件系统，*如tmpfs。*这是速度最快的选择。如果在你的系统上这不可行，就把它们放在 操作系统盘上。

典型的磁盘布局是有操作系统盘、交换分区和二进制日志的盘，它们放在RAID 1卷上。 还要有一个单独的RAID 5或RAID 10卷，放其他的一切东西。

9.9网络配置

就像延迟和吞吐量是硬盘驱动器的限制因素一样，延迟和带宽（实际上和吞吐量是同一 回事）也是网络连接的限制因素。对于大多数应用程序来说，最大的问题是延时。典型 的应用程序都需要传输很多很小的网络包，并且每次传输的轻微延迟最终会被累加起来。

运行不正常的网络通常也是主要的性能瓶颈之一。丢包是一个普遍存在的问题。即使 1%的丢包率也足以造成显著的性能下降，因为在协议栈的各个层次都会利用各种策略 尝试修复问题，例如等待一段时间再重新发送数据包，这就增加了额外的时间。另一个 常见的问题是域名解析系统（DNS）损坏或者变幔了。

DNS足以称为“阿基里斯之踵”，因此在生产服务器上启用skip\_name\_resolve是个好 主意。损坏或缓慢的DNS解析对许多应用程序都是个问题，对MySQL尤为严重。当 MySQL收到一个连接请求时，它同时需要做正向和反向DNS查找。有很多原因可能导 致这个过程出问题。当问题出现时，会导致连接被拒绝，或者使得连接到服务器的过程 变慢，这通常都会造成严重的影响，甚至相当于遭遇了拒绝服务攻击（DDOS）。如果启 用skip\_name\_resolve选项，MySQL将不会做任何DNS査找的工作。然而，这也意 味着，用户账户必须在host列使用具有唯一性的IP地址，“localhost”或者IP地址通

配符。那些在host列使用主机名的用户账户都将不能登录。

典型的Web应用中另一个常见的问题来源是TCP积压，可以通过MySQL的back\_log 选项来配置。这个选项控制MySQL的传入TCP连接队列的大小。在每秒有很多连接创 建和销毁的环境中，默认值50是不够的。设置不够的症状是，客户端会看到零星的“连 接被拒绝”的错误，配以三秒超时规则。在繁忙的系统中这个选项通常应加大。把这个 选项增加到数百甚至数千，似乎没有任何副作用，事实上如果你看得远一些，可能还需＜3S 要配置操作系统的TCP网络设置。在GNU / Linux系统，需要增加somaxconn限制，默 认只有128,并且需要检査*sysctl*的tcp\_max\_syn\_back\_log设置(在本节稍后有一个例子)。

应该设计性能良好的网络，而不是仅仅接受默认配置的性能。首先，分析节点之间有多 少跳跃点，以及物理网络布局之间的映射关系。例如，假设有10个网页服务器，通过 千兆以太网(lGigE)连接到“网页”交换机，这个交换机也通过千兆网络连接到“数据库” 交换机。如果不花时间去追踪连接，可能不会意识到从所有数据库服务器到所有网页服 务器的总带宽是有限的！并且每次跨越交换机都会增加延时。

监控网络性能和所有网络端口的错误是正确的做法，要监控服务器、路由器和交换机的 每个端口。多路由流量绘图器(Multi Router Traffic Grapher),或者说 MRTG *(http:// . oss.oetiker.ch/mrtg/)*,对设备监控而言是个靠得住的开源解决方案。其他常见的网络性 能监控工具(与设备监控不同)还有Smokeping *([http://oss.oetiker.ch/smokeping/)](http://oss.oetiker.ch/smokeping/)%e5%92%8c)*[和](http://oss.oetiker.ch/smokeping/)%e5%92%8c) Cacti *(<http://www.cacti.net>) o*

网络物理隔离也是很重要的因素。城际网络相比数据中心的局域网的延迟要大得多，即 使从技术上来说带宽是一样的。如果节点真的相距甚远，光速也会造成影响。例如，在 美国的西部和东部海岸都有数据中心，相隔约3 000公里。光的速度是186 000米每秒， 因此一次通信不可能低于16毫秒,往返至少需要32毫秒。物理距离不仅是性能上的考虑， 也包括设备之间通信的考虑。中继器、路由器和交换机,所有的性能都会有所降级。再次， 越广泛地分隔开的网络节点，连接的不可预知和不可靠因素越大。

尽可能避免实时的跨数据中心的操作是明智的注27。如果不可能做到这一点，也应该确保 应用程序能正常处理网络故障。例如，我们不希望看到由于Web服务器通过丢包严重的 网络连接远程的数据中心时，由于Apache进程挂起而新建了很多进程的情况发生。

在本地，请至少用千兆网络。骨干交换机之间可能需要使用万兆以太网。如果需要更大 的带宽，可以使用网络链路聚合：连接多个网卡(NIC),以获得更多的带宽。链路聚合 本质上是并行网络，作为高可用策略的一部分也很有帮助。

注**27：**复制不算实时跨数据中心操作，它不是实时的，并且通常把数据复制到一个远程位置有助于提升 数据安全性(容灾)。我们下一章会更多覆盖这个内容。

Q3L>如果需要非常高的吞吐量，也许可以通过改变操作系统的网络配置来提高性能。如果连 接不多，但是有很多的査询和很大的结果集，则可以增加TCP缓冲区的大小。具体的实 现依赖于操作系统，对于大多数的GNU/ Linux系统，可以改变*/etc/sysctl.conf*中的值并 执行*sysctl* -p,或者使用0尸oc文件系统写入一个新的值到*/proc/sys/net/*里面的文件。搜 索“TCP tuning guide”，可以找到很多好的在线教程。

然而，调整设置以有效地处理大量连接和小査询的情况通常更重要。比较常见的调整之 一，就是要改变本地端口的范围。系统的默认值如下：

**[root@server ~]# cat /proc/sys/net/ipv4/ip\_local\_port\_range**

**32768 61000 - - -**

有时你也许需要改变这些值，调整得更大一些。例如：

**[root@server ~]# echo 1024 65535 > /proc/sys/net/ipvA/ip^local^port^range**

如果要允许更多的连接进入队列，可以做如下操作：

**[root@server 〜]# echo 4096 > /proc/sys/net/ipv4/tcp\_max\_syn\_backlog**

对于只在本地使用的数据库服务器，对于连接端还未断开，但是通信已经中断的事件中 使用的套接字，可以缩短TCP保持状态的超时时间。在大多数系统上默认是一分钟，这 个时间太长了：

**[root@server echo** *<value> >* **/proc/sys/net/ipv4/tcp\_fin\_timeout**

这些设置大部分时间可以保留默认值。通常只有当发生了特殊情况，例如网络性能极差 或非常大量的连接，才需要进行修改。在互联网上搜索MTCP variables%可以发现很多 不错的阅读资料，除了上面提到的，还能看到很多其他的变量。

9.10选择操作系统

GNU/Linux如今是高性能MySQL最常用的操作系统，但是MySQL本身可以运行在很 多操作系统上。

Solaris是SPARC硬件上的领跑者，在x86硬件上也可以运行。Solaris常用在要求高可 靠的应用上面。Solaris在某些方面的易用性可能没有GNU/Linux的名气大，但确实是 一个坚固的操作系统，包含许多先进的功能。尤其是Solaris 10增加了 ZFS文件系统， 包含了很多先进的故障排除工具（如DTrace）.良好的多线程性能，以及称为Solaris Zones的虚拟化技术，有助于资源管理。

FreeBSD是另一种选择。它历来与MySQL配合有一些问题，大多时候都涉及到线程支持， 但新的版本要好得多。如今，看到MySQL在FreeBSD上大规模部署的场景并不是什么 稀罕事。ZFS也可以在FreeBSD ±使用。

通常用于开发和桌面应用程序的MySQL选择的是Windows^也有企业级的MySQL 部署在Windows ±，但一般的企业级MySQL更多的还是部署在类UNIX操作系统 上。我们不希望引起任何有关操作系统的争论，需要指出的是在异构操作系统环境中使 用MySQL是不存在问题的。在类UNIX的操作系统上运行的MySQL服务器，同时在 Windows上运行Web服务器，然后通过高品质的.NET连接器（这是MySQL免费提供的） 进行连接，这是一个非常合理的架构。从UNIX连接到Windows ±的MySQL服务器和 连接到另一台UNIX上的MySQL服务器一样简单。

当选择操作系统时，如果使用的是64位架构的硬件（见前面介绍的“CPU架构”），请 确保安装的是64位版本的操作系统。

谈到GNU/Linux发行版时，个人的喜好往往是决定性的因素。我们认为最好的策略是使 用专为服务器应用程序设计的发行版，而不是桌面发行版。要考虑发行版的生命周期、 发布和更新政策，并检査供应商的支持是否有效。红帽子企业版Linux是一个高品质、 稳定的发行版；CentOS是一个受欢迎的二进制兼容替代品（免费），但已经因为延后时 间较长获得了一些批评；还有Oracle发行的Oracle Enterprise Linux ；另外，Ubuntu和 Debian也是流行的发行版。

9.11选择文件系统

文件系统的选择非常依赖于操作系统。在许多系统中，如Windows就只有一到两个选择, 而且只有一个（NTFS）真的是能用的。比较而言，GNU/Linux则支持多种文件系统。

许多人想知道哪个文件系统在GNU/Linux上能提供最好的MySQL性能，或者更具体一 些，哪个对InnoDB和MylSAM而言是最好的选择。实际的基准测试表明，大多数文件 系统在很多方面都非常接近，但测试文件系统的性能确实是一件烦心事。文件系统的性 能是与工作负载相关的，没有哪个文件系统是“银弹”。大部分情况下，给定的文件系 统不会明显地表现得与其他文件系统不一样。除非遇到了文件系统的限制，例如，它怎 么支持并发、怎么在多文件下工作、怎么对文件切片，等等。

要考虑的更重要的问题是崩溃恢复时间，以及是否会遇到特定的限制，如目录下有许多 文件会导致运行缓慢（这是ext2和旧版本ext3下一个臭名昭著的问题，但当前版本的 ext3和ext4中用dir\_index选项解决了问题）。文件系统的选择对确保数据安全是非常 重要的，所以我们强烈建议不要在生产系统做实验。

E433> 如果可能，最好使用日志文件系统，例如ext3、ext4、XFS、ZFS或者JFSO如果不这么做， 崩溃后文件系统的检査可能耗费相当长的时间。如果系统不是很重要，非日志文件系统 性能可能比支持事务的好。例如，ext2可能比ext3工作得好，或者可以使用*tunefs*关闭 ext3的日志记录功能。挂载时间对某些文件系统也是一个因素。例如，ReiserFS,在一 个大的分区上可能用很长时间来挂载和执行日志恢复。

如果使用ext3或者其继承者ext4,有三个选项来控制数据怎么记日志，这可以放在/etc/ *fstab*中作为挂载选项：

data=v/riteback

这个选项意味着只有元数据写入日志。元数据写入和数据写入并不同步。这是最快 的配置，对InnoDB来说通常是安全的，因为InnoDB有自己的事务日志。唯一的例 外是，崩溃时恰好导致.力m文件损坏了。

这里给出一个使用这个配置可能导致问题的例子。当程序决定扩展一个文件使其更 大,元数据（文件大小）会在数据实际写到（更大的）文件之前记录并写下操作情况。 结果就是文件的尾部一一最新扩展的区域一一会包含垃圾数据。

data=ordered

这个选项也只会记录元数据,但提供了一些一致性保证,在写元数据之前会先写数据， 使它们保持一致。这个选项只是略微比writeback选项慢，但是崩溃时更安全。

,在此配置中，如果我们再次假设程序想要扩展一个文件，该文件的元数据将不能反 映文件的新大小，直到驻留在新扩展区域中的数据被写到文件中了。

data=journal

此选项提供了原子日志的行为，在数据写入到最终位置之前将记录到日志中。这个 选项通常是不必要的，它的开销远远高于其他两个选项。然而，在某些情况下反而 可以提高性能，因为日志可以让文件系统延迟把数据写入最终位置的操作。

不管哪种文件系统，都有一些特定的选项最好禁用，因为它们没有提供任何好处，反而 增加了很多开销。最有名的是记录访问时间的选项，甚至读文件或目录时也要进行一次 写操作。在*/etc/fstab*中添加noatime. nodi rat ime挂载选项可以禁用此选项，这样做有 时可以提高5%〜10%的性能，具体取决于工作负载和文件系统（虽然在其他场景下差 别可能不是太大）。下面是*/etc/fstab*中的一个例子，对ext3选项做设置的行：

/dev/sda2 /usr/lib/mysql ext3 noatime,nodiratime,data=writeback 0 1

[4g>还可以调整文件系统的预读的行为，因为这可能也是多余的。例如，InnoDB有自己的 预读策略，所以文件系统的预读就是重复多余的。禁用或限制预读对Solaris的UFS尤 其有利。使用O\_DIRECT选项会自动禁用预读。

一些文件系统可能不支持某些需要的功能。例如，若让InnoDB使用0.DIRECT刷新方 式，文件系统能支持Direct 1/。是非常重要的。此外，一些文件系统处理大量底层驱动 器比其他的文件系统更好，举例来说XFS在这方面通常比ext3好。最后，如果打算使 用LVM快照来初始化备库或进行备份，应该确认选择的文件系统和LVM版本能很好地 协同工作。

表9-4某些常见文件系统的特性总结。

表9・4：常见文件系统特性

|  |  |  |  |
| --- | --- | --- | --- |
| 文件系统 | 操作系统 | 支持日志 | 大目录 |
| **ext2** | **GNU/Linux** | 否 | 否 |
| **ext3** | **GNU/Linux** | 可选 | 可选/部分 |
| **ext4** | **GNU/Linux** | 是 | 是 |
| **HFS Plus** | **Mac OS** | 可选 | 是 |
| **JFS** | **GNU/Linux** | 是 | 否 |
| **NTFS** | **Windows** | 是 | 是 |
| **ReiserFS** | **GNU/Linux** | 是 | 是 |
| **UFS (Solaris)** | **Solaris** | 是 | 可调的 |
| **UFS (FreeBSD)** | **FreeBSD** | 否 | 可选/部分 |
| **UFS2** | **FreeBSD** | 否 | 可选/部分 |
| **XFS** | **GNU/Linux** | 是 | 是 |
| **ZFS** | **Solaris, FreeBSD** | 是 | 是 |

我们通常建议客户使用XFS文件系统。ext3文件系统有太多严重的限制，例如inode K 有一个互斥变量，并且fsyncO时会刷新所有脏块，而不只是单个文件。很多人感觉 ext4文件系统用在生产环境有点太新了,不过现在似乎正日益普及。

9.12选择磁盘队列调度策略

在GNU/Linux上，队列调度决定了到块设备的请求实际上发送到底层设备的顺序。默 认情况下使用cfq （Completely Fair Queueing,完全公平排队）策略。随意使用的笔记 本和台式机使用这个调度策略没有问题，并且有助于防止I/O饥饿，但是用于服务器则 是有问题的。在MySQL的工作负载类型下，cfq会导致很差的响应时间，因为会在队列 中延迟一些不必要的请求。

可以用下面的命令来査看系统所有支持的以及当前在用的调度策略:

**$ cat /sys/block/sda/queue/scheduler**

noop deadline [cfq] 这里sda需要替换成想査看的磁盘的盘符。在我们的例子中，方括号表示正在使用的调 度策略。cfq之外的两个选项都适合服务器级的硬件，并且在大多数情况下，它们工作 同样出色。noop调度适合没有自己的调度算法的设备，如硬件RAID控制器和SAN。 deadline则对RAID控制器和直接使用的磁盘都工作良好。我们的基准测试显示，这两 者之间的差异非常小。重要的是别用cfq,这可能会导致严重的性能问题。

不过这个建议也需要有所保留的，因为磁盘调度策略实际上在不同的内核有很多不一样 的地方，千万不能望文生义。

9.13线程

MySQL每个连接使用一个线程，另外还有内部处理线程、特殊用途的线程，以及所有 存储引擎创建的线程。在MySQL 5.5中，Oracle提供了一个线程池插件，但目前尚不清 楚在实际应用中能获得什么好处。

无论哪种方式，MySQL都需要大量的线程才能有效地工作。MySQL确实需要内核级线 程的支持，而不只是用户级线程，这样才能更有效地使用多个CPUO另外也需要有效的 同步原子，例如互斥变量。操作系统的线程库必须提供所有的这些功能。

GNU/Linux提供两个线程库：LinuxThreads和新的原生POSIX线程库（NPTL）。 LinuxThreads在某些情况下仍然使用，但现在的发行版已经切换到NPTL,并且大部分 应用已经不再加载LinuxThreadso NPTL更轻量，更高效，也不会有那些LinuxThreads 遇到的问题。

FreeBSD会加载许多线程库。从历史上看,它对线程的支持很弱，但现在已经变得好多了， 在一些测试中，甚至优于SMP系统上的GNU/Linux。在FreeBSD 6和更新版本，推荐 的线程库是*libthr,*早期版本使用的*linuxthreads,*是FreeBSD从GNU/Linux上移植的 LinuxThreads 库。

通常，线程问题都是过去的事了，现在GNU/Linux和FreeBSD都提供了很好的线程库。

国〉Solaris和Windows 一直对线程有很好的支持，尽管直到5.5发布之前，MylSAM都不能 在Windows下很好地使用线程，但5.5里有显著的提升。

9.14内存交换区

当操作系统因为没有足够的内存而将一些虚拟内存写到磁盘就会发生内存交换注％内存 交换对操作系统中运行的进程是透明的。只有操作系统知道特定的虚拟内存地址是在物

注**28** ：内存交换有时称为页面交换。从技术上来说，它们是不同的东西，但是人们通常把它们作为同义词。

理内存还是硬盘。

内存交换对MySQL性能影响是很糟糕的。它破坏了缓存在内存的目的，并且相对于使 用很小的内存做缓存，使用交换区的性能更差。MySQL和存储引擎有很多算来区别 对待内存中的数据和硬盘上的数据，因为一般都假设内存数据访问代价更低。

因为内存交换对用户进程不可见，MySQL （或存储引擎）并不知道数据实际上已经移动 到磁盘，还会以为在内存中。

结果会导致很差的性能。例如，若存储引擎认为数据依然在内存，可能觉得为“短暂” 的内存操作锁定一个全局互斥变量（例如InnoDB缓冲池Mutex）是OK的。如果这个 操作实际上引起了硬盘I/O,直到I/O操作完成前任何操作都会被挂起。这意味着内存交 换比直接做硬盘I/O操作还要糟糕。

在GNU/Linux上，可以用*vmstat* （在下一部分展示了一些例子）来监控内存交换。最好 査看si和so列报告的内存交换I/O活动，这比看swpd列报告的交换区利用率更重要。 swpd列可以展示那些被载入了但是没有被使用的进程，它们并不是真的会成为问题。我 们喜欢si和so列的值为0,并且一定要保证它们低于每秒10个块。

极端的场景下，太多的内存交换可能导致操作系统交换空间溢出。如果发生了这种情况， 缺乏虚拟内存可能让MySQL崩溃。但是即使交换空间没有溢出，非常活跃的内存交换 也会导致整个操作系统变得无法响应，到这种时候甚至不能登录系统去杀掉MySQL进 程。有时当交换空间溢出时，甚至Linux内核都会完全hang住。

绝不要让系统的虚拟内存溢出！对交换空间利用率做好监控和报警。如果不知道需要多 少交换空间，就在硬盘上尽可能多地分配空间，这不会对性能造成冲击，只是消耗了硬 盘空间。有些大的组织清楚地知道内存消耗将有多大，并且内存交换被非常严格地控制， 但是对于只有少量多用途的MySQL实例，并且工作负载也多种多样的环境，通常不切 实际。如果后者的描述更符合实际情况，确认给服务器一些“呼吸”的空间，分配足够 的交换空间。

<43F]

在特别大的内存压力下经常发生的另一件事是内存不足（OOM）,这会导致踢掉和杀掉 一些进程。在MySQL进程这很常见。在另外的进程上也挺常见，比如SSH,甚至会让 系统不能从网络访问。可以通过设置SSH进程的oom\_adj或oom\_score\_adj值来避免这 种情况。

可以通过正确地配置MySQL缓冲来解决大部分内存交换问题，但是有时操作系统的虚 拟内存系统还是会决定交换MySQL的内存。这通常发生在操作系统看到MySQL发出 了大量I/O,因此尝试增加文件缓存来保存更多数据时。如果没有足够的内存，有些东

西就必须被交换出去，有些可能就是MySQL本身。有些老的Linux内核版本也有一些 适得其反的优先级，导致本不应该被交换的被交换出去，但是在最近的内核都被缓解了。

有些人主张完全禁用交换文件。尽管这样做有时在某些内核拒绝工作的极端场景下是可 行的，但这降低了操作系统的性能（在理论上不会，但是实际上会的）。同时这样做也 是很危险的，因为禁用内存交换就相当于给虚拟内存设置了一个不可动摇的限制。如果 MySQL需要临时使用很大一块内存，或者有很耗内存的进程运行在同一台机器（如夜 间批量任务），MySQL可能会内存溢出、崩溃，或者被操作系统杀死。

操作系统通常允许对虚拟内存和I/O进行一些控制。我们提供过一些GNU/Linux上控制 它们的办法。最基本的方法是修改*/proc/sys/vm/s^appiness*为一个很小的值，例如。或1。 这告诉内核除非虚拟内存完全满了，否则不要使用交换区。下面是如何检查这个值的例 子：

**$ cat /proc/sys/vm/swappiness**

**60**

这个值显示为60,这是默认的设置（范围是0〜100）。对服务器而言这是个很糟糕的 默认值。这个值只对笔记本适用。服务器应该设置为0：

**$ echo 0 > /proc/sys/vm/swappiness**

另一个选项是修改存储引擎怎么读取和写入数据。例如，使用innodb\_flush\_method=0\_ DIRECT,减轻I/O压力。Direct 1/O并不缓存，因此操作系统并不能把MySQL视为增加 文件缓存的原因。这个参数只对InnoDB有效。你也可以使用大页，不参与换入换出。 这对MylSAM和IimoDB都有效。

I 438 >另一个选择是使用MySQL的memlock配置项，可以把MySQL锁定在内存。这可以避 免交换，但是也可能带来危险：如果没有足够的可锁定内存，MySQL在尝试分配更多 内存时会崩溃。这也可能导致锁定的内存太多而没有足够的内存留给操作系统。

很多技巧都是对于特定内核版本的，因此要小心，尤其是当升级的时候。在某些工作负 载下，很难让操作系统的行为合情合理，并且仅有的资源可能让缓冲大小达不到最满意 的值。

9.15操作系统状态

操作系统会提供一些帮助发现操作系统和硬件正在做什么的工具。在这一节，我们会展 示一些例子，包括关于怎样使用两个最常用的工具一一josr”和*vmstato*如果系统不提供 它们中的任何一个，有可能提供了相似的替代品。因此，我们的目的不是让大家熟练使

用加W和*vmstat,*而是告诉你用类似的工具诊断问题时应该看什么指标。

除了这些，操作系统也许还提供了其他的工具，如*mpstat*或者S"。如果对系统的其他 部分感兴趣，例如网络，你可能希望使用*ifconfig* （除了其他信息，它能显示发生了多少 次网络错误）或者*netstat0*

默认情况下，*vmstat*和诂只是生成一个报告，展示自系统启动以来很多计数器的平 均值，这其实没什么用。然而，两个工具都可以给出一个间隔参数，让它们生成增量值 的报告，展示服务器正在做什么，这更有用。（第一行显示的是系统启动以来的统计，通 常可以忽略这一行。）

9.15 J如何阅读vmstat的输出

我们先看-个的例子。用下面的命令让它每5秒钟打印出一个报告：

$ vmstat 5

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| procs | | | memory | | --swap-- | | io—- | | -system-- | | ——-—cpu\*\*——~ | |
| r | b | swpd | free | buff cache | si so | | bi | bo | in cs | | us sy id | wa |
| 0 | 0 | 2632 | 25728 | 23176 740244 | 0 | 0 | 527 | 521 | 11 | 3 | 10 1 86 | 3 |
| 0 | 0 | 2632 | 27808 | 23180 738248 | 0 | 0 | 2 | 430 | 222 | 66 | 2 0 97 | 0 |

可以用Ctrl+C停止*vmstat.*可以看到输出依赖于所用的操作系统，因此可能需要阅读一 下手册来解读报告。

刚启动不久，即使采用增量报告，第一行的值还是显示自系统启动以来的平均值，第二 行开始展示现在正在发生的情况，接下来的行会展示每5秒的间隔内发生了什么。每一 列的含义在头部，如下所示：

procs
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r•这一列显示了多少进程正在等待CPU, b列显示多少进程正在不可中断地休眠（通 常意味着它们在等待I/O,例如磁盘、网络、用户输入，等等）。

memory

swpd列显示多少块被换出到了磁盘（页面交换）。剩下的三个列显示了多少块是空 闲的（未被使用）、多少块正在被用作缓冲，以及多少正在被用作操作系统的缓存。

swap

这些列显示页面交换活动：每秒有多少块正在被换入（从磁盘）和换出（到磁盘）。 它们比监控swpd列重要多了。

大部分时间我们喜欢看到si和s。列是0,并且我们很明确不希望看到每秒超过10 个块。突发性的高峰一样很糟糕。

io

这些列显示有多少块从块设备读取(bi)和写出(bo)o这通常反映了硬盘I/O。

system

这些列显示了每秒中断(in)和上下文切换(cs)的数量。

cpu

这些列显示所有的CPU时间花费在各类操作的百分比，包括执行用户代码(非内核)、 执行系统代码(内核)、空闲，以及等待I/O。如果正在使用虚拟化，则第五个列可 能是st,显示了从虚拟机中“偷走”的百分比。这关系到那些虚拟机想运行但是系 统管理程序转而运行其他的对象的时间。如果虚拟机不希望运行任何对象，但是系 统管理程序运行了其他对象，这不算被偷走的CPU时间。

*vmstat*的输出跟系统有关，所以如果看到跟我们展示的例子不同的输出，应该阅读系统 的vmstat(8) 册。一个重要的提示是：内存、交换区，以及I/O统计是块数而不是字节。 在GNU/Linux,块大小通常是1 024字节。

倒D 9.15.2如何阅读iostat的输出

现在让我们转移到*iostat^2\*默认情况下，它显示了与wnsSf相同的CPU使用信息。我 们通常只是对I/O统计感兴趣，所以使用下面的命令只展示扩展的设备统计：

**$ iostat -dx 5**

Device: rrqm/s wrqm/s r/s w/s rsec/s wsec/s avgrq-sz avgqu-sz await svctm %util

sda 1.6 2.8 2.5 1.8 138.8 36.9 40.7 0.1 *23.2* 6.0 2.6

与*vmstat-*样，第一行报告显示的是自系统启动以来的平均值(通常删掉它节省空间)， 然后接下来的报告显示了增量的平均值，每个设备一行。

有多种选项显示和隐藏列。官方文档有点难以理解，因此我们必须从源码中挖掘真正显 示的内容是什么。说明的列信息如下：

rrqm/s 和 wrqm/s

每秒合并的读和写请求。“合并的”意味着操作系统从队列中拿出多个逻辑请求合并 为一个请求到实际磁盘。

r/s 和 w/s

每秒发送到设备的读和写请求。

rsec/s 和 wsec/s

每秒读和写的扇区数。有些系统也输出为「kB/s和wkB/s,意为每秒读写的千字节数。

注**29：**我们本书展示的 队仞的例子为了印刷被稍微重排了 ：我们减少了小数位来避免换行。我们是在 **GNU/Linux**上展示例子。其他操作系统输出可能不完全一样。

为了简洁，我们省略了那些指标说明。

avgrq-sz

请求的扇区数。

avgqu-sz

在设备队列中等待的请求数。

await

磁盘排队上花费的毫秒数。很不幸，*iostat*没有独立统计读和写的请求，它们实际上 不应该被一起平均。当你诊断性能案例时这通常很重要。

svctm

服务请求花费的毫秒数，不包括排队时间。
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%util

至少有一个活跃请求所占时间的百分比。如果熟悉队列理论中利用率的标准定义， 那么这个命名很莫名其妙。它其实不是设备的利用率。超过一块硬盘的设备(例如 RAID控制器)比一块硬盘的设备可以支持更高的并发，但是%utiI从来不会超过 100%,除非在计算时有四舍五入的错误。因此，这个指标无法真实反映设备的利用 率，实际上跟文档说的相反，除非只有一块物理磁盘的特殊例子。

可以用*iostat*的输出推断某些关于机器I/O子系统的实际情况。一个重要的度量标准是 请求服务的并发数。因为读写的单位是每秒而服务时间的单位是千分之一秒，所以可以 利用利特尔法则(Little\*s Law)得到下面的公式，计算出设备服务的并发请求数注拘：

concurrency = (r/s + w/s) \* (svctm/1000)

这是一个*iostat*的输出75例：

Device: rrqm/s wrqm/s r/s w/s rsec/s wsec/s avgrq-sz avgqu-sz await svctm %util

sda 105 311 298 820 3236 9052 10 127 113 9 96

把数字带入并发公式，可以得到差不多9.6的并发性注七这意味着在一个采样周期内， 这个设备平均要服务9.6次的请求。例子来自于一个10块盘的RAID 10卷，所以操作 系统对这个设备的并行请求运行得相当好。另一方面，这是一个出现串行请求的设备:

Device: rrqm/s wrqm/s r/s w/s rsec/s wsec/s avgrq-sz avgqu-sz await svctm %util

sdc 81 0 280 0 3164 0 11 2 7 3 99

并发公式展示了这个设备每秒只处理一个请求。两个设备都接近于满负荷利用，但是它

注30：另一种计算并发的方式是通过平均队列大小、服务时间，以及平均等待时间：(avuqu\_sz \* svctm) / await 0

注31：如果你做这个计算，会得到大约10,因为为了格式化我们已经取整了 iosmi的输出。相信我们， 确实是9.6。

们的性能表现完全不一样。如果设备一直都像这些例子展示的一样忙，那么应该检查一 下并发性，不管是不是接近于设备中的物理盘数，都需要注意。更低的值则说明有如文 件系统串行的问题，就像我们前面讨论的。

9.15.3其他有用的工具

我们展示肋s如和*iostat*是因为它们部署最广泛，并且*vmstat*通常默认安装在许多类 UNIX操作系统上。然而，每种工具都有自身的限制，例如莫名奇妙的度量单位、当操 作系统更新统计时取样间隔不一致，以及不能一次性看到所有重要的点。如果这些工具 不能符合需求，你可能会对 *dstat {[http://dag.wieers.com/home-made/dstat/）](http://dag.wieers.com/home-made/dstat/%ef%bc%89%e6%88%96)*[或](http://dag.wieers.com/home-made/dstat/%ef%bc%89%e6%88%96) *collectl* （*http://collectl.Sourceforge.net）*感兴趣。

我们也喜欢用*mpstat*来观察CPU统计；它提供了更好的办法来观察CPU每个工作是如 何进行的，而不是把它们搅在一块。有时在诊断问题时这非常重要。当分析硬盘I/O利 用的时候*,blktrace*可能也非常有用。

我们自己开发*~T iostat*的替代品，叫做*pt-diskstatso*这是Percona Toolkit的一部分。它 解决了一些对*iostat*的抱怨，例如显示读写统计的方式，以及缺乏对并发量的可见性。 它也是交互式的，并且是按键驱动的，所以可以放大缩小、改变聚集、过滤设备，以及 显示和隐藏列。即使没有安装这个工具，也可以通过简单的Shell脚本来收集一些硬盘 统计状态，这个工具也支持分析这样采集出来的文本。可以抓取一些硬盘活动样本，然 后发邮件或者保存起来，稍后分析。实际上，我们第3章中介绍的*pt-stalk, pt-collect.* 和*pt-sift*三件套，都被设计得可以跟*pt-diskstats*很好地配合。

9.15.4 CPU密集型的机器

CPU密集型服务器的*vmstat*输出通常在us列会有一个很高的值，报告了花费在非内核 代码上的CPU时钟：也可能在sy列有很高的值，表示系统CPU利用率，超过20%就 足以令人不安了。在大部分情况下，也会有进程队列排队时间（在「列报告的）。下面 是一个例子：

$ vmstat 5

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| procs | |  | | ---swap-- | | **io\*\* ~ -1** | --system-- | ----cpu--— | | | |
| r | b swpd | free | buff cache | si | so | bi bo | in cs | **US** | sy | id | wa |
| 10 | 2 740880 | 19256 | 46068 13719952 | 0 | 0 | 2788 11047 | 1423 14508 | 89 | 4 | 4 | 3 |
| 11 | 0 740880 | 19692 | 46144 13702944 | 0 | 0 | 2907 14073 | 1504 23045 | 90 | 5 | 2 | 3 |
| 7 | 1 740880 | 20460 | 46264 13683852 | 0 | 0 | 3554 15567 | 1513 24182 | 88 | 5 | 3 | 3 |
| 10 | 2 740880 | 22292 | 46324 13670396 | 0 | 0 | 2640 16351 | 1520 17436 88 | | 4 | 4 | 3 |

注意，这里也有合理数量的上下文切换（在CS列），除非每秒超过100 000次或更多, 一般都不用担心上下文切换。当操作系统停止一个进程转而运行另一个进程时，就会产

生上下文切换。

例如，一査询语句在MylSAM上执行了一个非覆盖索引扫描，就会先从索引中读取元素, 然后根据索引再从磁盘上读取页面。如果页面不在操作系统缓存中，就需要从磁盘进行 物理读取，这就会导致上下文切换中断进程处理，直到I/O完成。这样一个査询可以导 致大量的上下文切换。
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如果我们在同一台机器观察的输出（再次剔除显示启动以来平均值的第一行），可 以发现磁盘利用率低于50% :

**$ iostat -dx 5**

Device: rrqm/s wrqm/s r/s sda 0 3859 54 dm-0 0 0 54 Device: rrqm/s wrqm/s r/s sda 0 2898 52 dm-0 0 0 52

w/s rsec/s wsec/s avgrq-sz

458 2063 34546 71

4316 2063 34532 8

w/s rsec/s wsec/s avgrq-sz

363 1767 26090 67

3261 1767 26090 8

| 3 | 6 | 1 47 |
| --- | --- | --- |
| 18 | 4 | 0 47 |
| avgqu-sz | await | svctm %util |
| 3 | 7 | 1 45 |
| 15 | 5 | 0 45 |

avgqu-sz await svctm %util

这台机器不是I/O密集型的，但是依然有相当数量的I/O发生，在数据库服务器中这种 情况很少见。另一方面，传统的Web服务器会消耗大量CPU资源，但是很少发生I/O, 所以Web服务器的输出不会像这个例子。

9.15.5 I/O密集型的机器

在I/O密集型工作负载下，CPU花费大量时间在等待I/O请求完成。这意味着*vmstat*会 显示很多处理器在非中断休眠（b列）状态，并且在wa这一列的值很高，下面是个例子:

$ vmstat 5

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| procs | | memory | | | | ---swap-- | | 丄 o- | | --system-- | | —-~cpu~— | | | |
| r | b | swpd | free | buff | cache | si | so | bi | bo | in | cs | **US** | sy | id | wa |
| 5 | 7 | 740632 | 22684 | 43212 | 13466436 | 0 | 0 | 6738 | 17222 | 1738 | 16648 | 19 | 3 | 15 | 63 |
| 5 | 7 | 740632 | 22748 | 43396 | 13465436 | 0 | 0 | 6150 | 17025 | 1731 | 16713 | 18 | 4 | 21 | 58 |
| 1 | 8 | 740632 | 22380 | 43416 | 13464192 | 0 | 0 | 4582 | 21820 | 1693 | 15211 | 16 | 4 | 24 | 56 |
| 5 | 6 | 740632 | 22116 | 43512 | 13463484 | 0 | 0 | 5955 | 21158 | 1732 | 16187 | 17 | 4 | 23 | 56 |

这台机器的奶仞输出显示硬盘一直很忙：注32

**$ iostat -dx 5**

svctm %util

1 101

0 101

svctm %util

1 102

0 102

Device: rrqm/s wrqm/s r/s w/s rsec/s wsec/s avgrq-sz avgqu-sz await sda 0 5396 202 626 7319 48187 66 12 14 dm-0 0 0 202 6016 7319 48130 8 57 9 Device: rrqm/s wrqm/s r/s w/s rsec/s wsec/s avgrq-sz avgqu-sz await sda 0 5810 184 665 6441 51825 68 11 13 dm-0 0 0 183 6477 6441 51817 8 54 7

总是在做事的硬盘并不总是达到极限,

注32：在书的第二版中，我们混淆了 “总是忙”和“完全饱和”。 因为它们可能也能支持一些并发。

%util的值可能因为四舍五入的错误超过100%。什么迹象意味着机器是I/O密集的呢？ 只要有足够的缓冲来服务写请求，即使机器正在做大量的写操作，也可能可以满足，但 是却通常意味着硬盘可能会无法满足读请求。这听起来好象违反直觉，但是如果思考读 和写的本质，就不会这么认为了：

国〉• 写请求能够缓冲或同步操作。它们可以被我们本书讨论过的任意一层缓冲：操作系 统层、RAID控制器层，等等。

• 读请求就其本质而言都是同步的。当然程序可以猜测到可能需要某些数据，并异步 地提前读取（预读）。无论如何，通常程序在继续工作前必须得到它们需要的数据。 这就强制读请求为同步操作：程序必须被阻塞直到请求完成。

想想这种方式：你可以发出一个写请求到缓冲区的某个地方，然后过一会完成。甚至可 以每秒发出很多这样的请求。如果缓冲区正确工作，并且有足够的空间，每个请求都可 以很快完成，并且实际上写到物理硬盘是被重新排序后更有效地批量操作的。然而，没 有办法对读操作这么做——不管多小或多少的请求，都不可能让硬盘响应说“这是你的 数据，我等一会读它”。这就是为什么读需要I/O等待是可以理解的原因。

9J5.6发生内存交换的机器

一台正在发生内存交换的机器可能在swpd列有一个很高的值，也可能不高。但是可以看 到si和so列有很高的值，这是我们不希望看到的。下面是一台内存交换严重的机器的 *vmstat* $0i| 出：

$ vmstat 5

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| procs | ---memory | | ---------・ | •--swap 1 | **lo** system-- | |  | •・cpu-— | | |
| r b swpd | free | buff | \* cache | si so bi | bo in | cs | us | sy | id | wa |
| 0 10 3794292 | 24436 | 27076 | 14412764 19853 9781 57874 | | 9833 4084 | 8339 | 6 | 14 | 58 | 22 |
| 4 11 3797936 | 21268 | 27068 | 14519324 15913 30870 40513 | | 30924 3600 | 7191 | 6 | ii | 36 | 47 |
| 0 37 3847364 | 20764 | 27112 | 14547112 | 171 38815 22358 | 39146 2417 | 4640 | 6 | 8 | 9 | 77 |

9.15.7空闲的机器

为完整起见，下面也给出一台空闲机器上的*vmstat*输出。注意，没有在运行或被阻塞的 进程，idle列显示CPU是100%的空闲。这个例子来源于一台运行红帽子企业版Linux 5（RHEL5）的机器，并且st列展示了从“虚拟机”偷来的时间。

$ vmstat 5

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| procs - | | memory | | --swap |  | **10-** | — | --system-- | | . | —cpu |
| r | b | swpd free | buff cache | si | so | bi | bo | in | cs | us | sy id wa st |
| 0 | 0 | 108 492556 | 6768 360092 | 0 | 0 | 345 | 209 | 2 | 65 | 2 | 0 97 1 0 |
| 0 | 0 | 108 492556 | 6772 360088 | 0 | 0 | 0 | 14 | 357 | 19 | 0 | 0 100 0 0 |
| 0 | 0 | 108 492556 | 6776 360084 | 0 | 0 | 0 | 6 | 355 | 16 | 0 | 0 100 0 0 |

9.16总结

为MySQL选择和配置硬件，以及根据硬件配置MySQL,并不是什么神秘的艺术。通常， 对于大部分目标需要的都是相同的技巧和知识。当然，也需要知道一些MySQL特有的 特点。

我们通常建议大部分人在性能和成本之间找到一个好的平衡点。首先，出于多种原因， 我们喜欢使用廉价服务器。举个例子，如果在使用服务器的过程中遇到了麻烦，并且在 诊断时需要停止服务，或者希望只是简单地把出问题的服务器用另一台替换，如果使用 的是一台$5 000的廉价服务器，肯定比使用一台超过$50 000或者更贵的服务器要简单 得多。MySQL通常也更适应廉价服务器，不管是从软件自身而言还是从典型的工作负 载而言。

MySQL需要的四种基本资源是：CPU、内存、硬盘以及网络资源。网络一般不会作为 很严重的瓶颈出现，而CPU、内存和磁盘通常是主要的瓶颈所在。对MySQL而言，通 常希望有很多快速CPU可以用，但如果必须在快和多之间做选择，则一般会选择更快而 不是更多（其他条件相同的情况下）。

CPU、内存以及磁盘之间的关系错综复杂，一个地方的问题可能会在其他地方显现出来。 在对一个资源抛出问题时，问问自己是不是可能是由另外的问题导致的。如果遇到硬盘 密集的操作，需要更多的I/O容量吗？或者是更多的内存？答案取决于工作集大小，也 就是给定的时间内最常用的数据集。

在本书写作的过程中，我们觉得以下做法是合理的。首先，通常不要超过两个插槽。现 在即使双路系统也可以提供很多CPU核心和硬件线程了，而且四路服务器的CPU要贵■ 得多。另外，四路CPU的使用不够广泛（也就意味着缺少测试和可靠性），并且使用的 是更低的时钟频率。最终，四路插槽的系统跨插槽的同步开销也显著增加。在内存方 面，我们喜欢用价格经济的服务器内存。许多廉价服务器目前有18个DIMM槽，单条 8GB的DIMM是最好的选择——每GB的价格与更低容量的DIMM相比差不多，但是 比16GB的DIMM便宜多了。这是为什么我们今天看到很多服务器是144GB的内存的 原因。这个等式会随着时间的变化而变化——可能有一天具有最佳性价比的是16GB的 DIMM,并且服务器出厂的内存槽数量也可能不一样一一但是一般的原则还是一样的。

持久化存储的选择本质上归结为三个选项，以提高性能的次序排序：SAN、传统硬盘， 以及固态存储设备。

• 当需要功能和纯粹的容量时，SAN是不错的。它们对许多工作负载都运行得不错， 但缺点是很昂贵，并且对小的随机I/O操作有很大的延时，尤其是使用更慢的互联 方式（如NFS）或工作集太大不足以匹配SAN内存的缓存时，延时会更大。要注 意SAN的性能突变的情况，并且要非常小心避免灾难的场景。
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* 传统硬盘很大，便宜，但是对随机读很慢。对大部分场景，最好的选择是服务器硬 盘组成RAID 10卷。通常应该使用带有电池保护单元的RAID控制器，并且设置写 缓存为WriteBack策略。这样一个配置对大部分工作负载都可以运行良好。
* 固态盘相对比较小并且昂贵，但是随机I/O非常快。一般分为两类：SSD和PCIe设 备。广泛地来说，SSD更便宜，更慢，但缺少可靠性验证。需要对SSD做RAID以 提升可靠性，但是大多数硬件RAID控制器不擅长这个任务注33。PCIe设备很昂贵并 且有容量限制，但是非常快并且可靠，而且不需要RAID。

固态存储设备可以很大地提升服务器整体性能。有时候一个不算昂贵的SSD,可以帮助 解决经常在传统硬盘上遇到的特定工作负载的问题，如复制。如果真的需要很强的性能， 应该使用PCIe设备。增加高速I/O设备会把服务器的性能瓶颈转移到CPU,有时也会 转移到网络。

MySQL和InnoDB并不能完全发挥高端固态存储设备的性能，并且在某些场景下操作系 统也不能发挥。但是提升依然很明显。Percona Server对固态存储做了很多改进，并且 很多改进在5.6发布时已经进入了 MySQL主干代码。

对操作系统而言，只有很少的一些重要配置需要关注，大部分是关于存储、网络和虚拟 内存管理的。如果像大部分MySQL用户一样使用GNU/Linux,建议釆用XFS文件系统， 并且为服务器的页面交换倾向率（swapiness）和硬盘队列调度器设置恰当的值。有一些 网络参数需要改变，可能还有一些其他的地方（例如禁用SELinux）需要调优，但是前 面说的那些改动的优先级应该更高一些。

注33：有些RAID控制器对SSD支持很差，做了 RAID性能下降。——译者注

第**10**章也

复制

MySQL内建的复制功能是构建基于MySQL的大规模、高性能应用的基础，这类应用使 用所谓的“水平扩展”的架构。我们可以通过为服务器配置一个或多个备库西的方式来 进行数据同步。复制功能不仅有利于构建高性能的应用，同时也是高可用性、可扩展性、 灾难恢复、备份以及数据仓库等工作的基础。事实上，可扩展性和高可用性通常是相关 联的话题，我们会在接下来的三章详细阐述。

本章将阐述所有与复制相关的内容，首先简要介绍复制如何工作，然后讨论基本的复制 服务搭建，包括与复制相关的配置以及如何管理和优化复制服务器。虽然本书的主题是 高性能，但对于复制来说，我们同样需要关注其准确性和可靠性，因此我们也会讲述复 制在什么情况下会失败，以及如何使其更好地工作。

10.1复制概述

复制解决的基本问题是让一台服务器的数据与其他服务器保持同步。一台主库的数据可 以同步到多台备库上，备库本身也可以被配置成另外一台服务器的主库。主库和备库之 间可以有多种不同的组合方式。

MySQL支持两种复制方式：基于行的复制和基于语句的复制。基于语句的复制(也称 为逻辑复制)早在MySQL 3.23版本中就存在，而基于行的复制方式在5.1版本中才被 加进来。这两种方式都是通过在主库上记录二进制日志注2、在备库重放日志的方式来实 现异步的数据复制。这意味着，在同一时间点备库上的数据可能与主库存在不一致，并 且无法保证主备之间的延迟。一些大的语句可能导致备库产生几秒、几分钟甚至几个小 时的延迟。

注**1：** 可能有些地方将会复制备库**(replica)**称为从库**(slave),**这里我们尽量避免这种叫法。 注**2：** 如果对二进制日志感到陌生，可以在第**8**章、本章剩下的部分以及第**15**章获得更多的信息。 MySQL复制大部分是向后兼容的，新版本的服务器可以作为老版本服务器的备库，但 反过来，将老版本作为新版本服务器的备库通常是不可行的，因为它可能无法解析新版 本所采用的新的特性或语法，另外所使用的二进制文件的格式也可能不相同。例如，不 能从MySQL 5.1复制到MySQL 4.0o在进行大的版本升级前，例如从4.1升级到5.0, 或从5.1升级到5.5,最好先对复制的设置进行测试。但对于小版本号升级，如从5.1.51 升级到5.1.58,则通常是兼容的。通过阅读每次版本更新的ChangeLog可以找到不同版 本间做了什么修改。

复制通常不会增加主库的开销，主要是启用二进制日志带来的开销，但出于备份或及时 从崩溃中恢复的目的，这点开销也是必要的。除此之外，每个备库也会对主库增加一些 负载（例如网络I/O开销），尤其当备库请求从主库读取旧的二进制日志文件时，可能会 造成更高的I/O开销。另外锁竞争也可能阻碍事务的提交。最后，如果是从一个高吞吐 量（例如5 000或更高的TPS）的主库上复制到多个备库，唤醒多个复制线程发送事件 的开销将会累加。

通过复制可以将读操作指向备库来获得更好的读扩展，但对于写操作，除非设计得当， 否则并不适合通过复制来扩展写操作。在一主库多备库的架构中，写操作会被执行多次， 这时候整个系统的性能取决于写入最慢的那部分。

当使用一主库多备库的架构时，可能会造成一些浪费，因为本质上它会复制大量不必要 的重复数据。例如，对于一台主库和10台备库，会有11份数据拷贝，并且这11台服务 器的缓存中存储了大部分相同的数据。这和在服务器上有11路RAID 1类似。这不是一 种经济的硬件使用方式，但这种复制架构却很常见,本章我们将讨论解决这个问题的方法。

10.1.1复制解决的问题

下面是复制比较常见的用途：

数据分布

MySQL复制通常不会对带宽造成很大的压力，但在5.1版本引入的基于行的复制会 E?> 比传统的基于语句的复制模式的带宽压力更大。你可以随意地停止或开始复制，并

在不同的地理位置来分布数据备份，例如不同的数据中心。即使在不稳定的网络环 境下，远程复制也可以工作。但如果为了保持很低的复制延迟，最好有一个稳定的、 低延迟连接。

负载均衡

通过MySQL复制可以将读操作分布到多个服务器上，实现对读密集型应用的优化， 并且实现很方便，通过简单的代码修改就能实现基本的负载均衡。对于小规模的应 用，可以简单地对机器名做硬编码或使用DNS轮询（将一个机器名指向多个IP地

址)。当然也可以使用更复杂的方法，例如网络负载均衡这一类的标准负载均衡解决 方案，能够很好地将负载分配到不同的MySQL服务器上。Linux虚拟服务器(Linux Virtual Server, LVS)也能够很好地工作，第11章将详细地讨论负载均衡。

备份

对于备份来说，复制是一项很有意义的技术补充，但复制既不是备份也不能够取代 备份。

高可用性和故障切换

复制能够帮助应用程序避免MySQL单点失败，一个包含复制的设计良好的故障切 换系统能够显著地缩短宕机时间，我们将在第12章讨论故障切换。

MySQL升级测试

这种做法比较普遍，使用一个更高版本的MySQL作为备库，保证在升级全部实例前, 査询能够在备库按照预期执行。

10.1.2复制如何工作

在详细介绍如何设置复制之前，让我们先看看MySQL实际上是如何复制数据的。总的 来说，复制有三个步骤：

1. 在主库上把数据更改记录到二进制日志(Binary Log)中(这些记录被称为二进制 日志事件)。
2. 备库将主库上的日志复制到自己的中继日志(Relay Log)中。
3. 备库读取中继日志中的事件，将其重放到备库数据之上。

以上只是概述，实际上每一步都很复杂，图10・1更详细地描述了复制的细节。

![](data:image/png;base64,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)

图10・1： MySQL复制如何工作

第一步是在主库上记录二进制日志（稍后介绍如何设置）。在每次准备提交事务完成数 国〉据更新前，主库将数据更新的事件记录到二进制日志中。MySQL会按事务提交的顺序 而非每条语句的执行顺序来记录二进制日志。在记录二进制日志后，主库会告诉存储引 擎可以提交事务了。

下一步，备库将主库的二进制日志复制到其本地的中继日志中。首先，备库会启动一个 工作线程，称为I/O线程，I/O线程跟主库建立一个普通的客户端连接，然后在主库上启 动一个特殊的二进制转储*｛binlog dump）*线程（该线程没有对应的SQL命令），这个二 进制转储线程会读取主库上二进制日志中的事件。它不会对事件进行轮询。如果该线程 追赶上了主库，它将进入睡眠状态，直到主库发送信号量通知其有新的事件产生时才会 被唤醒，备库I/O线程会将接收到的事件记录到中继日志中。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFgAAAA+AQAAAACHQ+HeAAAACXBIWXMAABcSAAAXEgFnn9JSAAABF0lEQVQoka2SMU7DQBREJ1hyqBJOYIsz0MfuQscV0tFaokmB2K0iiogToNBxDIgE4hwWFGkoTJfC2WH/X9uJEAWW2Op5NTuaP98gifZ4NtTjPLsD5h+4r/6/fNwP3jx0mt3HccfLHNOGaz9rbIJ+K4Nf6D3XwsOgUR44pMrRCeCwIeeIRDcRTQEj7hNYvuQDfhraBHbqLehVVYLSW0TutGKd4F0bzpG5BFtY5ZQx6qb7lAtwnSmP+QjueK5xhOk0DrI34Vn4iCXDzO25yNRsIZoi5Z7HOtmd8HwokTFSlkclVsLXuGT9iifhGxxd3YcZnQHObqUHYXvQT6mhA2uHTZ/0oqjdReUjd3v5eu63x757//Vt+2t/A/uw1fPqHKpKAAAAAElFTkSuQmCC)**MySQL 4.0**之前的复制与之后的版本相比改变很大，例如**MySQL**最初的复制功能 没有使用中继日志，所以复制只用到了两个线程，而不是现在的三个线程。目前大 部分人都是使用的最新版本，因此在本章我们不会去讨论关于老版本复制的更多细 节。

备库的SQL线程执行最后一步，该线程从中继日志中读取事件并在备库执行，从而实现 备库数据的更新。当SQL线程追赶上I/O线程时，中继日志通常已经在系统缓存中，所 以中继日志的开销很低。SQL线程执行的事件也可以通过配置选项来决定是否写入其自 己的二进制日志中，它对于我们稍后提到的场景非常有用。

图10-1显示了在备库有两个运行的线程，在主库上也有一个运行的线程：和其他普通连 接一样，由备库发起的连接，在主库上同样拥有一个线程。

画〉这种复制架构实现了获取事件和重放事件的解耦，允许这两个过程异步进行。也就是说 I/O线程能够独立于SQL线程之外工作。但这种架构也限制了复制的过程，其中最重要 的一点是在主库上并发运行的査询在备库只能串行化执行，因为只有一个SQL线程来重 放中继日志中的事件。后面我们将会看到，这是很多工作负载的性能瓶颈所在。虽然有 一些针对该问题的解决方案，但大多数用户仍然受制于单线程。

10.2配置复制

为MySQL服务器配置复制非常简单。但由于场景不同，基本的步骤还是有所差异。最 基本的场景是新安装的主库和备库，总的来说分为以下几步：

1. 在每台注3服务器上创建复制账号。
2. 配置主库和备库。
3. 通知备库连接到主库并从主库复制数据。

这里我们假定大部分配置采用默认值即可，在主库和备库都是全新安装并且拥有同样 的数据（默认MySQL数据库）时这样的假设是合理的。接下来我们将展示如何一步步 配置复制：假设有服务器serverl （IP地址192.168.0.1）和服务器server? （IP地址 192.168.0.2）,我们将解释如何给一个已经运行的服务器配置备库，并探讨推荐的复制配 置。

10.2.1创建复制账号

MySQL会赋予一些特殊的权限给复制线程。在备库运行的I/O线程会建立一个到主库的 TCP/IP连接，这意味着必须在主库创建一个用户，并赋予其合适的权限。备库I/O线程 以该用户名连接到主库并读取其二进制日志。通过如下语句创建用户账号：

**mysql> GRANT REPLICATION SLAVE, REPLICATION CLIENT ON \*.\***

**-> TO repl@'192.168.0.%' IDENTIFIED BY 'pAssword1,;**

我们在主库和备库都创建该账号。注意我们把这个账户限制在本地网络，因为这是一个 特权账号（尽管该账号无法执行select或修改数据，但仍然能从二进制日志中获得一些 数据）。

H

复制账户事实上只需要有主库上的**REPLICATION SLAVE**权限，并不一定需要每一端 **<452]** 彌服务器都有**REPLICATION CLIENT**权限，那为什么我们要把这两种权限给主/备库都 赋予呢？这有两个原因：

・ 用来监控和管理复制的账号需要**REPLICATION CLIENT**权限，并且针对这两种目

的使用同一个账号更加容易（而不是为某个目的单独创建一个账号）。

- 如果在主库上建立了账号，然后从主库将数据克隆到备库上时，备库也就设置好

了——变成主库所需要的配置。这样后续有需要可以方便地交换主备库的角色。

10.2.2配置主库和备库

下一步需要在主库上开启一些设置，假设主库是服务器serverl,需要打开二进制日志 并指定一个独一无二的服务器ID （server ID）,在主库的"匕刃\*文件中增加或修改如下 内容：

注**3：** 严格来讲这不是必需的，但我们推荐这么做，稍后我们会解释为什么。

log\_bin = mysql-bin

server\_id = 10

实际取值由你决定，这里只是为了简单起见，当然也可以设置更多需要的配置。

必须明确地指定一个唯一的服务器ID,默认服务器ID通常为1 （这和版本相关，一些 MySQL版本根本不允许使用这个值）。使用默认值可能会导致和其他服务器的ID冲突, 因此这里我们选择10来作为服务器ID。一种通用的做法是使用服务器IP地址的末8位, 但要保证它是不变且唯一的（例如，服务器都在一个子网里）。最好选择一些有意义的 约定并遵循。

如果之前没有在MySQL的配置文件中指定log-bin选项，就需要重新启动MySQLo为 了确认二进制日志文件是否已经在主库上创建，使用SHOW MASTER STATUS命令，检查输 出是否与如下的一致。MySQL会为文件名增加一些数字，所以这里看到的文件名和你 定义的会有点不一样。

mysql> **SHOW MASTER STATUS;**

+ + + + +

| File | Position | Binlog\_Do\_DB | Binlog\_Ignore\_DB |

+ + + + +

| mysql-bin.000001 | 98 | | |

+ + + + +

1 row in set （0.00 sec）

备库上也需要在旳切渺'中增加类似的配置，并且同样需要重启服务器。

[~453>

log\_bin

server\_id relay\_log log\_slave\_updates read\_only

mysql-bin

2

/var/lib/mysql/mysql-relay-bin

1

1

从技术上来说，这些选项并不总是必要的。其中一些选项我们只是显式地列出了默认值。 事实上只有server\_id是必需的。这里我们同样也使用了 log\_bin,并赋予了一个明确 的名字。默认情况下，它是根据机器名来命名的，但如果机器名变化了可能会导致问题。 为了简便起见，我们将主库和备库上的log-bin设置为相同的值。当然如果你愿意的话, 也可以设置成别的值。

另外我们还增加了两个配置选项：relay.log （指定中继日志的位置和命名）和log\_ slave\_updates （允许备库将其重放的事件也记录到自身的二进制日志中），后一个选项 会给备库增加额外的工作，但正如后面将会看到的，我们有理由为每个备库设置该选项。

有时候只开启了二进制日志，但却没有开启log\_slave\_updates,可能会碰到一些奇怪 的现象，例如，当配置错误时可能会导致备库数据被修改。如果可能的话，最好使用 read.only配置选项，该选项会阻止任何没有特权权限的线程修改数据（所以最好不要 给予用户超出需要的权限）。但read\_only选项常常不是很实用，特别是对于那些需要在 备库建表的应用。

不要在配置文件*my cnf*中设置master\_port或master\_host这些选项，这是老的配置 方式，已盆被废弃，它只会导致问题，不会有任何好处。

10.2.3启动复制

下一步是告诉备库如何连接到主库并重放其二进制日志。这一步不要通过修改来 配置，而是使用CHANGE MASTER TO语句，该语句完全替代了 *my.cnf*中相应的设置，并 且允许以后指向别的主库时无须重启备库。下面是开始复制的基本命令：

mysql> **CHANGE MASTER TO MASTER\_HOST='serverl',**

**-> MASTER USER='repl,, ~**

-> MASTEr2pASSK0RD=**1P4ssword\*,**

**-> MASTER2L0G\_FILE=\*mysql-bin.000001',**

-> masterjog2pos=o；

MASTER\_LOG\_POS参数被设置为0,因为要从日志的开头读起。当执行完这条语句后，可 以通过SHOW SLAVE STATUS语句来检査复制是否正确执行。

mysql> **SHOW SLAVE STATUS\C** <454 |

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Slave\_IO\_State:.

Master\_Host: serverl

Master\_User: repl

Master\_Port: 3306

Connect\_Retry: 60

Master\_Log\_File: mysql-bin.000001

Read\_Master\_Log\_Pos: 4

Relay\_Log\_File: mysql-relay-bin.000001

Relay\_Log\_Pos: 4

Relay\_Master\_Log\_File: mysql-bin・000001

SlavelORunning: No Slave\_SQL\_Running: No ...omitted...

Seconds\_Behind\_Master: NULL

Slave\_IO\_State. Slave\_IO\_Running 和 Slave\_SQL\_Running 这三列显示当前备库复制尚 未运行。聪明的读者可能已经注意到日志的开头是4而不是0,这是因为0其实不是日 志真正开始的位置，它仅仅意味着“在日志文件头”，MySQL知道第一个事件从文件的 第4位注4开始读。

注4： 事实上，正如之前从SHOW MASTER STATUS <到的，真正的日志起始位置是98, —旦备库连接到主

库就开始工作，现在连接还未发生。

运行下面的命令开始复制：

mysql> **START SLAVE;**

执行该命令没有显示错误，现在我们再用SHOW SLAVE STATUS命令检查:

mysql> **SHOW SLAVE STATUS\C**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Slave\_IO\_State: Waiting for master to send event

Master\_Host: serverl

Master\_User: repl

MasterPort: 3306

Connect\_Retry: 60

Master\_Log\_File: mysql-bin.000001

Read\_Master\_Log\_Pos: 164

Relay\_Log\_File: mysql-relay-bin.000001

Relay\_Log\_Pos: 164

RelayJ4aster\_Log\_File: mysql-bin.000001

Slave\_IO\_Running: Yes Slave\_SQL\_Running: Yes ...omitted...

Seconds\_Behind\_Master: 0

从输出可以看出I/O线程和SQL线程都已经开始运行，Seconds\_Behind\_Master的值也 不再为NULL （稍后再解释Seconds\_Behind\_Master的含义）o I/O线程正在等待从主库传 递过来的事件，这意味着I/O线程已经读取了主库所有的事件。日志位置发生了变化, 阻〉表明已经从主库获取和执行了一些事件（你的结果可能会有所不同）。如果在主库上做 一些数据更新，就会看到备库的文件或者日志位置都可能会增加。备库中的数据同样会 随之更新。

我们还可以从线程列表中看到复制线程。在主库上可以看到由备库I/O线程向主库发起 的连接。

mysql> **SHOW PROCESSLIST\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. mw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id: 55

User: repl

Host: replical.webcluster\_l:54813

db: NULL ~

Command: Binlog Dump

Time: 610237

State: Has sent all binlog to slave; waiting for binlog to be updated

Info: NULL

同样，在备库也可以看到两个线程，一个是I/O线程，一个是SQL线程：

**mysql> SHOW PROCESSLIST\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ]. rw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id: 1

User: system user '

Host:

db: NULL

Command: Connect

Time: 611116

State: Waiting for master to send event

Info: NULL

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id: 2

User: system user

Host:

db: NULL

Command: Connect

Time: 33

State: Has read all relay log; waiting for the slave I/O thread to update it Info: NULL

这些简单的输出来自一台已经运行了一段时间的服务器，所以I/O线程在主库和备库上

的Time列的值较大。SQL线程在备库已经空闲了 33秒。这意味着33秒内没有重放任 何事件。

这些线程总是运行在“system user”账号下，其他列的值则不相同。例如，当SQL线程 回放事件时，Info列可能显示正在执行的查询。

*灣*临

H

如果只是想实验MySQL的复制，Giuseppe Maxia的MySQL沙箱脚本*(http://* <456~1 *mysqlsandbox.net)*能够帮助你从一个之前下载的安装包中一次性安装。通过如下命

?令只需要几次按键和大约15秒，就可以运行一个主库和两个备库:

$ .[/set\_replication.pl](file:///set_replication.pl) /path/to/mysql-tarball.tar.gz

10.2.4从另一个服务器开始复制

前面的设置都是假定主备库均为刚刚安装好且都是默认的数据，也就是说两台服务器上 数据相同，并且知道当前主库的二进制日志。这不是典型的案例。大多数情况下有一个 已经运行了一段时间的主库，然后用一台新安装的备库与之同步，此时这台备库还没有 数据。

有几种办法来初始化备库或者从其他服务器克隆数据到备库。包括从主库复制数据、从 另外一台备库克隆数据，以及使用最近的一次备份来启动备库，需要有三个条件来让主 库和备库保持同步：

• 在某个时间点的主库的数据快照。

* 主库当前的二进制日志文件，和获得数据快照时在该二进制日志文件中的偏移量， 我们把这两个值称为日志文件坐标*（log：ftle coordinates） °*通过这两个值可以确定二 进制日志的位置。可以通过SHOW MASTER STATUS命令来获取这些值。
* 从快照时间到现在的二进制日志。

下面是一些从别的服务器克隆备库的方法：

使用冷备份

最基本的方法是关闭主库，把数据复制到备库（高效复制文件的方法参考附录 C）o重启主库后，会使用一个新的二进制日志文件，我们在备库通过执行CHANGE MASTER TO指向这个文件的起始处。这个方法的缺点很明显：在复制数据时需要关 闭主库。

使用热备份

如果仅使用了 MylSAM表，可以在主库运行时使用*mysqlhotcopy*或*rsync*来复制数 据，更多细节参阅第15章。

使用 *mysqldump*

如果只包含InnoDB表，那么可以使用以下命令来转储主库数据并将其加载到备库, 然后设置相应的二进制日志坐标：

**I 457 > $ mysqldump --single-transaction --all-databases --master-data=l--host=serverl \**

**I mysql --host=server2**

选项*^single^transaction*使得转储的数据为事务开始前的数据。如果使用的是非事 务型表，可以使用*—lock-all-tables*选项来获得所有表的一致性转储。

使用快照或备份

只要知道对应的二进制日志坐标，就可以使用主库的快照或者备份来初始化备库（如 果使用备份，需要确保从备份的时间点开始的主库二进制日志都要存在）。只需要 把备份或快照恢复到备库，然后使用CHANGE MASTER TO指定二进制日志的坐标。第 15章会介绍更多的细节，也可以使用LVM快照、SAN快照、EBS快照——任何快 照都可以。

使用 *Percona Xtrabackup*

Percona的Xtrabackup是一款开源的热备份工具，多年前我们就介绍过。它能够在 备份时不阻塞服务器的操作，因此可以在不影响主库的情况下设置备库。可以通过 克隆主库或另一个已存在的备库的方式来建立备库。

在15章会介绍更多使用Percona Xtrabackup的细节。这里会介绍一些相关的功能。 创建一个备份（不管是从主库还是从别的备库），并将其转储到目标机器，然后根据 备份获得正确的开始复制的位置。

* 如果是从主库获得备份，可以从xtrabackup\_binlog\_pos\_innodb文件中获得复 制开始的位置。
* 如果是从另外的备库获得备份，可以从xt rabackup\_slave\_inf 0文件中获得复 制开始的位置。

另外，在第15章提到的InnoDB热备份和MySQL企业版的备份，也是比较好的初 始化备库方式。

使用另外的备库

可以使用任何一种提及的克隆或者拷贝技术来从任意一台备库上将数据克隆到另外 一台服务器。但是如果使用的是吋sg/d皿卬，*-master-data*选项就会不起作用。

此外，不能使用SHOW MASTER STATUS来获得主库的二进制日志坐标，而是在获取快 照时使用SHOW SLAVE STATUS来获取备库在主库上的执行位置。

使用另外的备库进行数据克隆最大的缺点是，如果这台备库的数据已经和主库不同 步，克隆得到的就是脏数据。

不要使用 **LOAD DATA FROM MASTER**或者 **LOAD TABLE FROM MASTER!**这些命令过时、缓慢, 并且非常危险，并且只适用于**MylSAM**存储引擎。

不管选择哪种技术，都要能熟练运用，要记录详细的文档或编写脚本。因为可能不止一 <45^ 次需要做这样的事情。甚至当错误发生时，也需要能够处理。

10.2.5推荐的复制配置

有许多参数来控制复制，其中一些会对数据安全和性能产生影响。稍后我们会解释何种 规则在何时会失效。本小节推荐的一种“安全”的配置，可以最小化问题发生的概率。

在主库上二进制日志最重要的选项是sync\_binlog :

sync\_binlog=l

如果开启该选项，MySQL每次在提交事务前会将二进制日志同步到磁盘上，保证在服 务器崩溃时不会丢失事件。如果禁止该选项，服务器会少做一些工作，但二进制日志文 件可能在服务器崩溃时损坏或丢失信息。在一个不需要作为主库的备库上，该选项带来 了不必要的开销。它只适用于二进制日志，而非中继日志。

如果无法容忍服务器崩溃导致表损坏，推荐使用InnoDB0在表损坏无关紧要时， MylSAM是可以接受的，但在一次备库服务器崩溃重启后，MylSAM表可能已经处于不 一致状态。一种可能是语句没有完全应用到一个或多个表上，那么即使修复了表，数据 也可能是不一致的。

如果使用InnoDB,我们强烈推荐设置如下选项：

innodb\_flush\_logs\_at\_trx\_commit # Flush every log write innodb\_support\_xa=l # MySQL 5.0 and newer only

innodb\_safe\_binlog # MySQL 4.1 only, roughly equivalent to

# innodb\_support\_xa

这些是MySQL 5.0及最新版本中的默认配置，我们推荐明确指定二进制日志的名字，以 保证二进制日志名在所有服务器上是一致的，避免因为服务器名的变化导致的日志文件 名变化。你可能认为以服务器名来命名二进制日志无关紧要，但经验表明，当在服务器 间转移文件、克隆新的备库、转储备份或者其他一些你想象不到的场景下，可能会导致 很多问题。为了避免这些问题，需要给log\_bin选项指定一个参数。可以随意地给一个 绝对路径，但必须明确地指定基本的命名（正如本章之前讨论的）。

log\_bin=/var/lib/mysql/mysql-bin # Good; specifies a path and base name

#log\_bin # Bad; base name will be server's hostname

□59> 在备库上，我们同样推荐开启如下配置选项，为中继日志指定绝对路径：

relay\_log=/path/to/logs/relay-bin

skip\_slave\_start read\_only

通过设置relay\_log可以避免中继日志文件基于机器名来命名，防止之前提到的可能在 主库发生的问题。指定绝对路径可以避免多个MySQL版本中存在的Bug,这些Bug可 能会导致中继日志在一个意料外的位置创建。skip\_siave\_start选项能够阻止备库在崩 溃后自动启动复制。这可以给你一些机会来修复可能发生的问题。如果备库在崩溃后自 动启动并且处于不一致的状态，就可能会导致更多的损坏，最后将不得不把所有数据丢 弃，并重新开始配置备库。

read\_only选项可以阻止大部分用户更改非临时表，除了复制SQL线程和其他拥有超级 权限的用户之外，这也是要尽量避免给正常账号授予超级权限的原因之一。

即使开启了所有我们建议的选项，备库仍然可能在崩溃后被中断，因*为mastefo*和中 继日志文件都不是崩溃安全的。默认情况下甚至不会刷新到磁盘，直到MySQL 5.5版本 才有选项来控制这种行为。如果正在使用MySQL 5.5并且不介意额外的fsync（）导致的 性能开销，最好设置以下选项：

sync\_master\_info = 1

sync\_relay\_log = 1 sync\_relay\_log\_info = 1

如果备库与主库的延迟很大，备库的I/O线程可能会写很多中继日志文件，SQL线程在 重放完一个中继日志中的事件后会尽快将其删除（通过relay\_log\_purge选项来控制）。

但如果延迟非常严重，I/O线程可能会把整个磁盘撑满。解决办法是配置relay\_log\_ space\_limit变量。如果所有中继日志的大小之和超过这个值，I/O线程会停止，等待 SQL线程释放磁盘空间。

尽管听起来很美好，但有一个隐藏的问题。如果备库没有从主库上获取所有的中继日志， 这些日志可能在主库崩溃时丢失。早先这个选项存在一些Bug,使用率也不髙，所以用 到这个选项遇到Bug的风险会更高。除非磁盘空间真的非常紧张，否则最好让中继日志 使用其需要的磁盘空间，这也是为什么我们没有将relay\_log\_space\_limit列入推荐的 配置选项的原因。

10.3复制的原理

**<4601**

我们已经介绍了复制的一些基本概念，接下来要更深入地了解复制。让我们看看复制究 竟是如何工作的，有哪些优点和弱点，最后介绍一些更高级的复制配置选项。

10.3.1基于语句的复制

在MySQL 5.0及之前的版本中只支持基于语句的复制（也称为逻辑复制），这在数据库 领域是很少见的。基于语句的复制模式下，主库会记录那些造成数据更改的査询，当备 库读取并重放这些事件时，实际上只是把主库上执行过的SQL再执行一遍。这种方式既 有好处，也有缺点。

最明显的好处是实现相当简单。理论上讲，简单地记录和执行这些语句，能够让主备保 持同步。另一个好处是二进制日志里的事件更加紧凑，所以相对而言，基于语句的模式 不会使用太多带宽。一条更新好几兆数据的语句在二进制日志里可能只占几十个字节。 另外*mysqlbinlogJL*具（本章多处会提到）是使用基于语句的日志的最佳工具。

但事实上基于语句的方式可能并不如其看起来那么便利。因为主库上的数据更新除了执 行的语句外，可能还依赖于其他因素。例如，同一条SQL在主库和备库上执行的时间可 能稍微或很不相同，因此在传输的二进制日志中，除了査询语句，还包括了一些元数据 信息，如当前的时间戳。即便如此，还存在着一些无法被正确复制的SQL。例如，使用 CURRENT\_USER（）函数的语句。存储过程和触发器在使用基于语句的复制模式时也可能存 在问题。

另外一个问题是更新必须是串行的。这需要更多的锁一一有时候要特别关注这一点。另 外不是所有的存储引擎都支持这种复制模式。尽管这些存储引擎是包括在MySQL 5.5及 之前版本中发行的。

可以在MySQL手册与复制相关的章节中找到基于语句的复制存在的限制的完整列表。

10.3.2基于行的复制

MySQL 5.1开始支持基于行的复制，这种方式会将实际数据记录在二进制日志中，跟其 他数据库的实现比较相像。它有其自身的一些优点和缺点。最大的好处是可以正确地复 制每一行。一些语句可以被更加有效地复制。

期％

1~461~> 芦—~I基于行的复制没有向后兼容性，和MySQL 5.1 一起发布的*mysqlbinlog*工具可以读

佥」\*取基于行的复制的事件格式(它对人是不可读的，但MySQL可以解释)，但是早期 L—版本的吋s〃如无法识别这类事件，在遇到错误时会退出。

由于无须重放更新主库数据的査询，使用基于行的复制模式能够更高效地复制数据。重 放一些査询的代价可能会很高。例如，下面有一个査询将数据从一个大表中汇总到小表：

**mysql> INSERT INTO col2, sum\_col3)**

**-> SELECT coll, sum(col3)**

**-> FROM enormous\_table**

**-> GROUP BY coll? col2;**

想象一下，如果表enormous\_table的列coll和col2有三种组合，这个査询可能在源表 上扫描多次，但最终只在目标表上产生三行数据。但使用基于行的复制方式，在备库上 开销会小很多。这种情况下，基于行的复制模式更加高效。

但在另一方面，下面这条语句使用基于语句的复制方式代价会小很多：

**mysql> UPDATE enormous\_table SET coll = 0;**

由于这条语句做了全表更新，使用基于行的复制开销会很大，因为每一行的数据都会被 记录到二进制日志中，这使得二进制日志事件非常庞大。并且会给主库上记录日志和复 制增加额外的负载，更慢的日志记录则会降低并发度。

由于没有哪种模式对所有情况都是完美的，MySQL能够在这两种复制模式间动态切换。 默认情况下使用的是基于语句的复制方式，但如果发现语句无法被正确地复制，就切换 到基于行的复制模式。还可以根据需要来设置会话级别的变量binlog\_format,控制二 进制日志格式。

对于基于行的复制模式，很难进行时间点恢复，但这并非不可能。稍后讲到的日志服务 器对此会有帮助。

10.3.3基于行或基于语句：哪种更优

我们已经讨论了这两种复制模式的优点和缺点，那么在实际应用中哪种方式更优呢？ 理论上基于行的复制模式整体上更优，并且在实际应用中也适用于大多数场景。但这种 <462] 方式太新了以至于没有将一些特殊的功能加入到其中来满足数据库管理员的操作需求。

因此一些人直到现在还没有开始使用。以下详细地阐述两种方式的优点和缺点，以帮助 你决定哪种方式更合适。

基于语句的复制模式的优点

当主备的模式不同时，逻辑复制能够在多种情况下工作。例如，在主备上的表的定 义不同但数据类型相兼容、列的顺序不同等情况。这样就很容易先在备库上修改 schema,然后将其提升为主库，减少停机时间。基于语句的复制方式一般允许更灵 活的操作。

基于语句的方式执行复制的过程基本上就是执行SQL语句。这意味着所有在服务器 上发星的变更都以一种容易理解的方式运行。这样当出现问题时可以很好地去定位。

基于语句的复制模式的缺点

很多情况下通过基于语句的模式无法正确复制，几乎每一个安装的备库都会至少碰 到一次。事实上对于存储过程，触发器以及其他的一些语句的复制在5.0和5.1的一 系列版本中存在大量的Bug。这些语句的复制的方式已经被修改了很多次，以使其 更好地工作。简单地说：如果正在使用触发器或者存储过程，就不要使用基于语句 的复制模式，除非能够清楚地确定不会碰到复制问题。

基于行的夏制模式的优点

几乎没有基于行的复制模式无法处理的场景。对于所有的SQL构造、触发器、存储 过程等都能正确执行。只是当你试图做一些诸如在备库修改表的schema这样的事情 时才可能导致复制失败。

这种方式同样可能减少锁的使用，因为它并不要求这种强串行化是可重复的。

基于行的复制模式会记录数据变更，因此在二进制日志中记录的都是实际上在主库 上发生了变化的数据。你不需要查看一条语句去猜测它到底修改了哪些数据。在某 种程度上，该模式能够更加清楚地知道服务器上发生了哪些更改，并且有一个更好 的数据变更记录。另外在一些情况下基于行的二进制日志还会记录发生改变之前的 数据，因此这可能有利于某些数据恢复。 <3虱

在很多情况下，由于无须像基于语句的复制那样需要为査询建立执行计划并执行査 询，因此基于行的复制占用更少的CPUO

最后，在某些情况下，基于行的复制能够帮助更快地找到并解决数据不一致的情况。 举个例子，如果是使用基于语句的复制模式，在备库更新一个不存在的记录时不会 失败，但在基于行的复制模式下则会报错并停止复制。

基于行的复制模式的缺点

由于语句并没有在日志里记录，因此无法判断执行了哪些SQL,除了需要知道行的

变化外，这在很多情况下也很重要（这可能在未来的MySQL版本中被修复）。

使用一种完全不同的方式在备库进行数据变更一一而不是执行SQL。事实上，执行 基于行的变化的过程就像一个黑盒子，你无法知道服务器正在做什么。并且没有很 好的文档和解释。因此当出现问题时，可能很难找到问题所在。例如，若备库使用 一个效率低下的方式去寻找行记录并更新，你无法观察到这一点。

如果有多层的复制服务器，并且所有的都被配置成基于行的复制模式，当会话级别 的变量@@binlog\_format被设置成STATEMENT时，所执行的语句在源服务器上被记 录为基于语句的模式，’但第一层的备库可能将其记录成行模式，并传递给其他层的 备库。也就是说你期望的基于语句的日志在复制拓扑中将会被切换到基于行的模式。 基于行的日志无法处理诸如在备库修改表的schema这样的情况，而基于语句的日志 可以。

在某些情况下，例如找不到要修改的行时，基于行的复制可能会导致复制停止，而 基于语句的复制则不会。这也可以认为是基于行的复制的一个优点。该行为可以通 过slave exec mode来进行配置。

这些缺点正在被慢慢解决，但直到写作本书时，它们在大多数生产环境中依然存在。

10.3.4复制文件

让我们来看看复制会使用到的一些文件。前面已经介绍了二进制日志文件和中继日志文 件，其实还有其他的文件会被用到。不同版本的MySQL默认情况下可能将这些文件放 国〉到不同的目录里，大多取决具体的配置选项。可能在data目录或者包含服务器.pH文件 的目录下（对于类UNIX系统可能是*/var/run/mysqld）* o它们的详细介绍如下。

*mysql-bin.index*

当在服务器上开启二进制日志时，同时会生成一个和二进制日志同名的但以*.index* 作为后缀的文件，该文件用于记录磁盘上的二进制日志文件。这里的“index”并不 是指表的索引，而是说这个文件的每一行包含了二进制文件的文件名。

你可能认为这个文件是多余的，可以被删除（毕竟MySQL可以在磁盘上找到它需 要的文件）。事实上并非如此，MySQL依赖于这个文件，除非在这个文件里有记录, 否则MySQL识别不了二进制日志文件。

*mysql-relay-bin-index*

这个文件是中继日志的索引文件，和*mysql-bin.index*的作用类似。

*mas ter. info*

这个文件用于保存备库连接到主库所需要的信息，格式为纯文本（每行一个值），不 同的MySQL版本，其记录的信息也可能不同。此文件不能删除，否则备库在重启 后无法连接到主库。这个文件以文本的方式记录了复制用户的密码，所以要注意此 文件的权限控制。

*relay-log.info*

这个文件包含了当前备库复制的二进制日志和中继日志坐标（例如，备库复制在主 库上的位置），同样也不要删除这个文件，否则在备库重启后将无法获知从哪个位置 开始复制，可能会导致重放已经执行过的语句。

使用这些文件来记录MySQL复制和日志状态是一种非常粗糙的方式。更不幸的是，它 们不是同步写的。如果服务器断电并且文件数据没有被刷新到磁盘，在重启服务器后， 文件中记录的数据可能是错误的。正如之前提到的，这些问题在MySQL 5.5里做了改进。

以*.index*作为后缀的文件也与设置expire\_logs\_days存在交互，该参数定义了 MySQL 清理过期日志的方式，如果文件*mysql-bin.index*在磁盘上不存在，在某些MySQL版本 自动清理就会不起作用，甚至执行PURGE MASTER LOGS语句也没有用。这个问题的解决 方法通常是使用MySQL服务器管理二进制日志，这样就不会产生误解（这意味着不应 该使用凯来自己清理日志）

最好能显式地执行一些日志清理策略，比如设置expire\_logs\_days参数或者其他方式， 否则MySQL的二进制日志可能会将磁盘撑满。当做这些事情时，还需要考虑到备份策略。

10.3.5发送复制事件到其他备库

**<465~|**

log\_slave\_updates选项可以让备库变成其他服务器的主库。在设置该选项后，MySQL 会将其执行过的事件记录到它自己的二进制日志中。这样它的备库就可以从其日志中检 索并执行事件。图10-2阐述了这一过程。
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图10・2：将复制事件传递到更多的备库

在这种场景下，主库将数据更新事件写入二进制日志，第一个备库提取并执行这个事件。 这时候一个事件的生命周期应该已经结束了，但由于设置了 log\_slave\_updates,备库 会将这个事件写到它自己的二进制日志中。这样第二个备库就可以将事件提取到它的中 继日志中并执行。这意味着作为源服务器的主库可以将其数据变化传递给没有与其直接 相连的备库上。默认情况下这个选项是被打开的，这样在连接到备库时就不需要重启服 务器。

当第一个备库将从主库获得的事件写入到其二进制日志中时，这个事件在备库二进制日 志中的位置与其在主库二进制日志中的位置几乎肯定是不相同的，可能在不同的日志文 件或文件内不同的位置。这意味着你不能假定所有拥有同一逻辑复制点的服务器拥有相 同的日志坐标。稍后我们会提到，这种.情况会使某些任务更加复杂，例如，修改一个备 库的主库或将备库提升为主库。

除非你已经注意到要给每个服务器分配一个唯一的服务器ID,否则按照这种方式配置 备库会导致一些奇怪的错误，甚至还会导致复制停止。一个更常见的问题是：为什么 P466> 要指定服务器ID,难道MySQL在不知道复制命令来源的情况下不能执行吗？为什么

MySQL要在意服务器ID是全局唯一的。问题的答案在于MySQL在复制过程中如何防 止无限循环。当复制SQL线程读中继日志时，会丢弃事件中记录的服务器ID和该服务 器本身ID相同的事件，从而打破了复制过程中的无限循环。在某些复制拓扑结构下打 破无限循环非常重要，例如主-主复制结构注5。

a

如果在设置复制的时候碰到问题，服务器**ID**应该是需要检査的因素之一。当然只 淄检査**@@server\_id**是不够的，它有一个默认值，除非在*my.cnf*文件或通过**SET**命令 \*明确指定它的直，复制才会工作。如果使用**SET**命令，确保同时也更新了配置文件,

否则**SET**命令的设定可能在服务器重启后丢失。

10.3.6复制过滤器

复制过滤选项允许你仅复制服务器上一部分数据，不过这可能没有想象中那么好用。有 两种复制过滤方式：在主库上过滤记录到二进制日志中的事件，以及在备库上过滤记录 到中继日志的事件。图10・3显示了这两种类型。

注5: 语句在无限循环中来回传递也是多服务器环形复制拓扑结构中比较有意思的话题之一，后面我们 会提到。要尽量避免环形复制。
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图**10・3：**复制过滤选项

使用选项binlog\_do\_db和binlog\_ignore\_db来控制过滤，稍后我们会解释为什么通常 不需要开启它们，除非你乐于向老板解释为什么数据会永久丢失并且无法恢复。

在备库上，可以通过设置replicate,\*选项，在从中继日志中读取事件时进行过滤。你 可以复制或忽略一个或多个数据库，把一个数据库重写到另外一个数据库，或使用类似 LIKE的模式复制或忽略数据库表。

**<46T|**

要理解这些选项，最重要是弄清楚\*\_do\_db和七igno「e\_db在主库和备库上的意义，它 们可能不会按照你所设想的那样工作。你可能会认为它会根据目标数据库名过滤，但实 际上过滤的是当前的默认数据库注6。也就是说，如果在主库上执行如下语句：

**mysql> USE test;**

**mysql> DELETE FROM sakila.film;**

\*\_do\_db和\*\_ignore\_db都会在数据库test上过滤DELETE语句，而不是在sakila±o 这通常不是想要的结果，可能会导致执行或忽略错误的语句。\*\_do\_db和\*\_辺昨「匸心 有一些作用，但非常有限。,必须要很小心地去使用这些参数，否则很容易造成主备不同 步或复制出错。
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注**6：** 如果使用的是基于语句的复制，就会有这样的问题，但基于行的复制方式则不会（另一个远离它 们的理由）。

总地来说，复制过滤随时可能会发生问题。举个例子，假如要阻止赋权限操作传递给备库， 这种需求是很普遍的。（提醒一下，这样做可能是错误的，有别的更好的方式来达成真 正的目的）。过滤系统表的复制当然能够阻止GRANT语句的复制，但同样也会阻止事件和 定时任务的复制。正是这些不可预知的后果，使用复制过滤要非常慎重。更好的办法是 阻止一些特殊的语句被复制，通常是设置SQL\_LOG\_BIN=0,虽然这种方法也有它的缺点。 总地来说，除非万不得已，不要使用复制过滤，因为它很容易中断复制并导致问题，在 需要灾难恢复时也会带来极大的不方便。

过滤选项在MySQL文档里介绍得很详细，因此本书不再重复更多的细节。

座＞ 10.4复制拓扑

可以在任意个主库和备库之间建立复制，只有一个限制：每一个备库只能有一个主库。 有很多复杂的拓扑结构，但即使是最简单的也可能会非常灵活。一种拓扑可以有多种用 途。关于使用复制的不同方式可以很轻易地写一本书。

我们已经讨论了如何为主库设置一个备库，本节我们讨论其他比较普遍的拓扑结构以及 它们的优缺点。记住下面的基本原则：

* 一个MySQL备库实例只能有一个主库。
* 每个备库必须有一个唯一的服务器ID。
* 一个主库可以有多个备库（或者相应的，一个备库可以有多个兄弟备库）。
* 如果打开了 log\_slave\_updates选项，一个备库可以把其主库上的数据变化传播到 其他备库。

10.4.1 一主库多备库

除了我们已经提过的两台服务器的主备结构外，这是最简单的拓扑结构。事实上一主多 备的结构和基本配置差不多简单，因为备库之间根本没有交互注，它们仅仅是连接到同 一个主库上。图10・4显示了这种结构。

□6£＞在有少量写和大量读时，这种配置是非常有用的。可以把读分摊到多个备库上，直到备 库给主库造成了太大的负担，或者主备之间的带宽成为瓶颈为止。你可以按照之前介绍 的方法一次性设置多个备库，或者根据需要增加备库。

注7： 从技术上讲这并非正确的。但如果有重复的服务器ID,它们将陷入竞争，并反复将对方从主库上 踢出。

![](data:image/png;base64,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)

图**10-4：** —主多备结构

尽管这是非常简单的拓扑结构，但它非常灵活，能满足多种需求。下面是它的一些用途：

* 为不同的角色使用不同的备库（例如添加不同的索引或使用不同的存储引擎）。
* 把一台备库当作待用的主库，除了复制没有其他数据传输。
* 将一台备库放到远程数据中心，用作灾难恢复。
* 延迟一个或多个备库，以备灾难恢复。
* 使用其中一个备库，作为备份、培训、开发或者测试使用服务器。

这种结构流行的原因是它避免了很多其他拓扑结构的复杂性。例如：可以方便地比较不 同备库重放的事件在主库二进制日志中的位置。换句话说，如果在同一个逻辑点停止所 有备库的复制，它们正在读取的是主库上同一个日志文件的相同物理位置。这是个很好 的特性，可以减轻管理员许多工作，例如把备库提升为主库。

这种特性只存在于兄弟备库之间。在没有直接的主备或者兄弟关系的服务器上去比较日 志文件的位置要复杂很多。之后我们会提到的许多拓扑结构，例如树形复制或分布式主 •库，很难计算出复制的事件的逻辑顺序。

10.4.2主动-主动模式下的主-主复制

主-主复制（也叫双主复制或双向复制）包含两台服务器，每一个都被配置成对方的主 库和备库，换句话说，它们是一对主库。图**10・5**显示了该结构。
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图**10-5：**主-主复制

主动-主动模式下主-主复制有一些应用场景，但通常用于特殊的目的。一个可能的应 用场景是两个处于不同地理位置的办公室，并且都需要一份可写的数据拷贝。

这种配置最大的问题是如何解决冲突，两个可写的互主服务器导致的问题非常多。这 通常发生在两台服务器同时修改一行记录，或同时在两台服务器上向一个包含AUTO\_ INCREMENT列的表里插入数据注七

**1~470>**

MySQL不支持多主库复制

多主库复制(multisource replication)特指一个备库有多个主库。不管之前你知道 什么，但MySQL (和其他数据库产品不一样)现在不支持如图10.6所示的结构， 本章稍后我们会向你介绍如何模仿多主库复制。
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图**10-6： MySQL**不支持多主库复制

MySQL 5.0增加了一些特性，使得这种配置稍微安全了点，就是设置auto\_increment\_ increment和auto increment offseto通过这两个选项可以让MySQL自动为INSERT 语句选择不互相冲突的值。然而允许向两台主库上写入仍然很危险。在两台机器上根据 不同的顺序更新，可能会导致数据不同步。例如，一个只有一列的表，只有一行值为1 的记录，假设同时执行下面两条语句：

• 在第一台主库上:

mysql> **UPDATE tbl SET col=col + 1;**

在第二台主库上:

mysql> **UPDATE tbl SET col=col \*** *2;*

注**8:** 事实上这些问题经常一周发生三次，并且我们也发现需要好几个月才能解决这些问题。

那么结果呢？ 一台服务器上值为4,另一台的值为3,并且没有报告任何复制错误。

数据不同步还仅仅是开始。当正常的复制发生错误停止了，但应用仍在同时向两台服务 器写入数据，这时候会发生什么呢？你不能简单地把数据从一台服务器复制到另外一台， 因为这两台机器上需要复制的数据都可能发生了变化。解决这个问题将会非常困难。

如果足够仔细地配置这种架构，例如很好地划分数据和权限，并且你很清楚自己在做什 么，可以避免一些问题注七然而这通常很难做好，并且有更好的办法来实现你所需要的。

总地来说，允许向两个服务器上写入所带来的麻烦远远大于其带来的好处，但下一节描 述的主动-被动模式则会非常有用。

10.4.3主动-被动模式下的主-主复制

这是前面描述的主-主结构的变体，它能够避免我们之前讨论的问题。这也是构建容错 性和高可用性系统的非常强大的方式，主要区别在于其中的一台服务器是只读的被动服 务器，如图10・7所示。

|  |  |  |
| --- | --- | --- |
|  | ►卜二盘邳： | |
|  | 顼M . ■ ■ - ■ 1姦朦緻 | |
|  |  | Hi |
|  | 主动 | 被动 |

图10・7：主动-被动模式下的主-主复制

这种方式使得反复切换主动和被动服务器非常方便，因为服务器的配置是对称的。这使 得故障转移和故障恢复很容易。它也可以让你在不关闭服务器的情况下执行维护、优化 表、升级操作系统（或者应用程序、硬件等）或其他任务。

例如，执行ALTER TABLE操作可能会锁住整个表，阻塞对表的读和写，这可能会花费很 长时间并导致服务中断。然而在主-主配置下，可以先停止主动服务器上的备库复制线 程（这样就不会在被动服务器上执行任何更新），然后在被动服务器上执行ALTER操作， 交换角色，最后在先前的主动服务器上注a启动复制线程。这个服务器将会读取中继日志 并执行相同的ALTER语句。这可能花费很长时间，但7^要紧，因为该服务器没有为任何 活跃査询提供服务。

**<472~|**

主动-被动模式的主-主结构能够帮助回避许多MySQL的问题和限制，此外还有一些

注**9：** 一些，但不是全部——我们可以吹毛求疵，并指出任何你可以想象的漏洞。

注**10** ：可以通过设**K SQL\_LOG\_BIN=0**来暂时禁止记录二进制日志而无须停止复制。一些语句，例如 **Optimize TABLE,**亙支异**LOCAL**或者**NO\_WRITE\_TO\_BINLOG**这些停止日志的选项。

工具可以完成这种类型的操作。

让我们看看如何配置主-主服务器对，在两台服务器上执行如下设置后，会使其拥有对 称的设置：

1. 确保两台服务器上有相同的数据。
2. 启用二进制日志，选择唯一的服务器ID,并创建复制账号。
3. 启用备库更新的日志记录，后面将会看到，这是故障转移和故障恢复的关键。
4. 把被动服务器配置成只读，防止可能与主动服务器上的更新产生冲突，这一点是可 选的。
5. 启动每个服务器的MySQL实例。
6. 将每个主库设置为对方的备库，使用新创建的二进制日志开始工作。

让我们看看主动服务器上更新时会发生什么事情。更新被记录到二进制日志中，通过复 制传递给被动服务器的中继日志中。被动服务器执行査询并将其记录到自己的二进制日 志中（因为开启了 log\_slave\_updates选项）。由于事件的服务器ID与主动服务器的相同， 因此主动服务器将忽略这些事件。在后面的“修改主库”可了解更多的角色切换相关内容。

设置主动-被动的主-主拓扑结构在某种意义上类似于创建一个热备份，但是可以使用这 个“备份”来提高性能，例如，用它来执行读操作、备份、“离线”维护以及升级等。真 正的热备份做不了这些事情。然而，你不会获得比单台服务器更好的写性能（稍后会提到）。

当我们讨论使用复制的场景和用途时，还会提到这种复制方式。它是一种非常常见并且 重要的拓扑结构。

10.4.4拥有备库的主-主结构

另外一种相关的配置是为每个主库增加一个备库，如图10・8所示。
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这种配置的优点是增加了冗余，对于不同地理位置的复制拓扑，能够消除站点单点失效 的问题。你也可以像平常一样，将读查询分配到备库上。

如果在本地为了故障转移使用主-主结构，这种配置同样有用。当主库失效时，用备库 来代替主库还是可行的，虽然这有点复杂。同样也可以把备库指向一个不同的主库，但 需要考虑增加的复杂度。

10.4.5环形复制

如图10・9所示，双主结构实际上是环形结构的一种特例注七环形结构可以有三个或更多 的主库。每个服务器都是在它之前的服务器的备库，是在它之后的服务器的主库。这种 结构也称为环形复制*(circular replication) o*

环形结构没有双主结构的一些优点，例如对称配置和简单的故障转移，并且完全依赖于 环上的每一个可用节点，这大大增加了整个系统失效的几率。如果从环中移除一个节点, 这个节点发起的事件就会陷入无限循环：它们将永远绕着服务器链循环。因为唯一可以 根据服务器ID将其过滤的服务器是创建这个事件的服务器。总地来说，环形结构非常 脆弱，应该尽量避免。
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图10-9：环形复制拓扑

可以通过为每个节点增加备库的方式来减少环形复制的风险，如图10・10所示。但这仅 仅防范了服务器失效的危险，断电或者其他一些影响到网络连接的问题都可能破坏整个 环。

注**11：**也许应该说，是更明智的特例。
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图**10-10：**拥有备库的环形结构

10.4.6主库、分发主库以及备库

我们之前提到当备库足够多时，会对主库造成很大的负载。每个备库会在主库上创建一 国〉个线程，并执行*binlog dump*命令。该命令会读取二进制日志文件中的数据并将其发送 给备库。每个备库都会重复这样的工作，它们不会共享binlog dump的资源。

如果有很多备库，并且有大的事件时，例如一次很大的LOAD DATA INFILE操作，主库上 的负载会显著上升，甚至可能由于备库同时请求同样的事件而耗尽内存并崩溃。另一方 面，如果备库请求的数据不在文件系统的缓存中，可能会导致大量的磁盘检索，这同样 会影响主库的性能并增加锁的竞争。

因此，如果需要多个备库，一个好办法是从主库移除负载并使用分发主库。分发主库事 实上也是一个备库，它的唯一目的就是提取和提供主库的二进制日志。多个备库连接到 分发主库，这使原来的主库摆脱了负担。为了避免在分发主库上做实际的査询，可以将 它的表修改为blackhole存储引擎，如图10.11所示。
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图10-11： 一个主库、一个分发主库和多个备库

很难说当备库数据达到多少时需要一个分发主库。按照通用准则，如果主库接近满负载， 不应该为其建立10个以上的备库。如果有少量的写操作，或者只复制其中一部分表，主 库就可以提供更多的复制。另外，也不一定只使用一个分发主库。如果需要的话，可以 使用多个分发主库向大量的备库进行复制，或者使用金字塔状的分发主库。在某些情况 下，可以通过设置slave compressed protocol来节约一些主库带宽。这对跨数据中心 复制很有好处。

还可以通过分发主库实现其他目的，例如，对二进制日志事件执行过滤和重写规则。这 比在每个备库上重复进行日志记录、重写和过滤要高效得多。
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如果在分发主库上使用blackhole表，可以支持更多的备库。虽然会在分发主库执行査询, 但其代价非常小，因为blackhole表中没有任何数据。blockhole表的缺点是其存在Bug, 例如在某些情况下会忘记将自增ID写入到二进制日志中。所以要小心使用blackhole 表注％ 一个比较常见的问题是如何确保分发服务器上的每个表都是blackhole存储引擎。如果 有人在主库创建了一个表并指定了不同的存储引擎呢？确实，不管什么时候，在备库上 使用不同的存储引擎总会导致同样的问题。常见的解决方案是设置服务器的storage, engine 选项：

storage\_engine = blackhole

注**12：**从**MySQL Bug 35178**和**62829**开始查阅，总地来说，如果使用的是不标准的存储引擎特性，最好 去看看那些打开或者关闭的受影响的**Bugo** 这只会影响那些没有指定存储引擎的CREATE TABLE的语句。如果有一个无法控制的应用, 这种拓扑结构可能会非常脆弱。可以通过skip\_innodb选项禁止InnoDB,将表退化为 MylSAM。但你无法禁止MylSAM或者Memory引擎。

使用分发主库另外一个主要的缺点是无法使用一个备库来代替主库。因为由于分发主库 的存在，导致各个备库与原始主库的二进制日志坐标已经不相同注％

10.4.7树或金字塔形

如果正在将主库复制到大量的备库中。不管是把数据分发到不同的地方，还是提供更高 的读性能，使用金字塔结构都能够更好地管理，如图10・12所示。

这种设计的好处是减轻了主库的负担，就像前一节提到的分发主库一样。它的缺点是中 间层出现的任何错误都会影响到多个服务器。如果每个备库和主库直接相连就不会存在 这样的问题。同样，中间层次越多，处理故障会更困难、更复杂。
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图**10-12：**金字塔形复制拓扑

10.4.8定制的复制方案

MySQL的复制非常灵活，可以根据需要定制解决方案。典型的定制方案包括组合过滤、 分发和向不同的存储引擎复制。也可以使用“黑客手段”，例如，从一个使用blackhole 存储引擎的服务器上复制或复制到这样的服务器上（本章已讨论过）。可以根据需要任 注**13** ：可以使用**Percona**的工具集中的*pt-heartbeat*来创建一个粗糙的全局事务**ID**。这样可以很方便地在 多个^•务器上寻找二进制日志的位置。因为“心跳表”本身就记录了大概的二进制日志位置。

意设计。这其中最大的限制是合理地监控和管理，以及所拥有资源的约束(网络带宽、 CPU能力等)。

选择性复制

为了利用访问局部性原理(locality of reference),并将需要读的工作集驻留在内存中， 可以复制少量数据到备库中。如果每个备库只拥有主库的一部分数据，并且将读分配给 备库，就可以更好地利用备库的内存。并且每个备库也只有主库一部分的写入负载，这 样主库的能力更强并能保证备库延迟。

这个方案有点类似下一章我们会讨论到的水平数据划分，但它的优势在于主库包含了所 有的数据集，这意味着无须为了一条写入査询去访问多个服务器。如果读操作无法在备 库上找到数据，还可以通过主库来査询。即使不能从备库上读取所有数据，也可以移除 大量的主库读负担。

最简单的方法是在主库上将数据划分到不同的数据库里。然后将每个数据库复制到不同 ＜西 的备库上。例如，若需要将公司的每一个部门的数据复制到不同的备库，可以创建名为 sales, marketing, procurement 等的数据库，每个备库通过选项 replicate\_wild\_do\_ table选项来限制给定数据库的数据。下面是sales数据库的配置：

replicate\_wild\_do\_table = sales.%

也可以通过一台分发主库进行分发。举个例子，如果想通过一个很慢或者非常昂贵的网 络，从一台负载很高的数据库上复制一部分数据，就可以使用一个包含blackhole表和 过滤规则的本地分发主库，分发主库可以通过复制过滤移除不需要的日志。这可以避免 在主库上进行不安全的日志选项设定，并且无须传输所有的数据到远程备库。

分离功能

许多应用都混合了在线事务处理(OLTP)和在线数据分析(OLAP)的査询。OLTP查 询比较短并且是事务型的，OLAP査询则通常很大，也很慢，并且不要求绝对最新的数据。 这两种査询给服务器带来的负担完全不同，因此它们需要不同的配置，甚至可能使用不 同的存储引擎或者硬件。

一个常见的办法是将OLTP服务器的数据复制到专门为OLAP工作负载准备的备库上。 这些备库可以有不同的硬件、配置、索引或者不同的存储引擎。如果决定在备库上执行 OLAP査询，就可能需要忍受更大的复制延迟或降低备库的服务质量。这意味着在一个 非专用的备库上执行一些任务时，可能会导致不可接受的性能，例如执行一条长时间运 行的査询。

无须做一些特殊的配置，除了需要选择忽略主库上的一些数据，前提是能获得明显的提 升。即使通过复制过滤器过滤掉一小部分的数据也会减少I/O和缓存活动。

数据归档

可以在备库上实现数据归档，也就是说可以在备库上保留主库上删除过的数据，在主库 上通过delete语句删除数据是确保delete语句不传递到备库就可以实现。有两种通常的 办法:一种是在主库上选择性地禁止二进制日志，另一种是在备库上使用replicate, ignore\_db规则（是的，两种方法都很危险）。

国〉第一种方法需要先将SQL\_LOG\_BIN设置为0,然后再进行数据清理。这种方法的好处是 不需要在备库进行任何配置，由于SQL语句根本没有记录到二进制日志中，效率会稍微 有所提升。最大缺点也正因为没有将在主库的修改记录下来，因此无法使用二进制日志 来进行审计或者做按时间点的数据恢复。另外还需要SUPER权限。

第二种方法是在清理数据之前对主库上特定的数据库使用USE语句。例如，可以创建一 个名为purge的数据库，然后在备库的*my.cnf*文件里设置replicate\_ignore\_db=purge 并重启服务器。备库将会忽略使用了 USE语句指定的数据库。这种方法没有第一种方法 的缺点，但有另一个小小的缺点：备库需要去读取它不需要的事件。另外，也可能有人 在purge数据库上执行非清理查询，从而导致备库无法重放该事件。

Percona Toolkit中的pt-archiver支持以上两种方式。

第三种办法是利用**binlog\_ignore\_db**来过滤复制事件。但正如之前提到的，这是一 种很危险的操作。

将备库用作全文检索

许多应用要求合并事务和全文检索。然而在写作本书时，仅有MylSAM支持全文检索, 但是MylSAM不支持事务（在MySQL 5.6有一个实验室预览版本实现了 InnoDB的全 文检索，但尚未GA）O 一个普遍的做法是配置一台备库，将某些表设置为MylSAM存 储引擎，然后创建全文索引并执行全文检索査询。这避免了在主库上同时使用事务型和 非事务型存储引擎所带来的复制问题，减轻了主库维护全文索引的负担。

只读备库

许多机构选择将备库设置为只读，以防止在备库进行的无意识修改导致复制中断。可以 通过设置read\_only选项来实现。它会禁止大部分写操作，除了复制线程和拥有超级权 限的用户以及临时表操作。只要不给也不应该给普通用户超级权限，这应该是很完美的 方法。

模拟多主库复制

当前MySQL不支持多主库复制（一个备库拥有多个主库）。但是可以通过把一台备库轮 流指向多台主库的方式来模拟这种结构。例如，可以先将备库指向主库A,运行片刻， 再将其指向主库B并运行片刻，然后再次切换回主库A。这种办法的效果取决于数据以 及两台主库导致备库所需完成的工作量。如果主库的负载很低，并且主库之间不会产生 更新冲突，就会工作得很好。

需要做一些额外的工作来为每个主库跟踪二进制日志坐标。可能还需要保证备库的I/O 线程在每一次循环提取超过需要的数据，否则可能会因为每次循环反复地提取和抛弃大 量数据导致主库的网络流量和开销明显增大。

还可以使用主-主（或者环形）复制结构以及使用blackhole存储引擎表的备库来进行 模拟，如图10.13所示。
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图**10-13：**使用双主结构和**blackhole**存储引擎表模拟多主复制

在这种配置中，两台主库拥有自己的数据，但也包含了对方的表，但是对方的表使用 blackhole存储引擎以避免在其中存储实际数据。备库和其中任意一个主库相连都可以。 备库不使用blackhole存储引擎，因此其对两个主库而言都是有效的。

事实上并不一定需要主-主拓扑结构来实现，可以简单地将serverl复制到server2, 再从server2复制到备库。如果在server2上为从serverl上复制的数据使用blackhole 存储引擎，就不会包含任何serverl的数据，如图10・14所示。

![](data:image/png;base64,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)

**[48L>**

图10-14：另一种模拟多主复制的方法

这些配置方法常常会碰到一些常见的问题，例如，更新冲突或者建表时明确指定存储引 擎。

另外一个选择是使用Continuent的Tungsten Replicator,我们会在本章稍后部分讨论。

创建日志服务器

使用MySQL复制的另一种用途就是创建没有数据的日志服务器。它唯一的目的就是更 加容易重放并且/或者过滤二进制日志事件。就如本章稍后所述，它对崩溃后重启复制 很有帮助。同时对基于时间点的恢复也很有帮助，在第15章我们会讨论。

假设有一组二进制日志或中继日志一一可能从备份或者一台崩溃的服务器上获取——希 望能够重放这些日志中的事件，可以通过*mysqlbinlogT*具从其中提取出事件，但更加 方便和高效的方法是配置一个没有任何数据的MySQL实例并使其认为这些二进制日志 是它拥有的。如果只是临时需要，可以从*http://mysqlsandbox.net*上获得一个MySQL沙 箱脚本来创建日志服务器。因为无须执行二进制日志，日志服务器也就不需要任何数据。 它的目的仅仅是将数据提供给别的服务器（但复制账户还是需要的）O

我们来看看该策略是如何工作的（稍后会展示一些相关应用）。假设日志被命名为 *somelog-bin.000001 > somelog-bin.000002*,等等，将这些日志放到日志服务器的日志文 件嗚中，假设*为/var/log/mysql。*然后在启动服务器前编辑叫河'文件，如下所示：

log\_bin = /var/log/mysql/somelog-bin log\_bin\_index = /var/log/mysql/somelog-bin.index

座〉服务器不会自动发现日志文件，因此还需要更新日志的索引文件。下面这个命令可以在

类UNIX系统上完成注％

**# /bin/ls -1 /var/log/mysql/somelog-bin.[0-9]\* > /var/log/mysql/somelog-bin.index**

确保运行MySQL的账户能够读写日志索引文件。现在可以启动日志服务器并通过SHOW MASTER LOGS命令来确保其找到日志文件。

为什么使用日志服务器比用砰sM房/og来实现恢复更好呢？有以下几个原因：

* 复制彳乍为应用二进制日志的方法已经被大量的用户所测试，能够证明是可行的。 *mysqlbinlog*并不能确保像复制那样工作，并且可能无法正确生成二进制日志中的数

史

* 复制的速度更快，因为无须将语句从日志导出来并传送给MySQLo
* 可以很容易观察到复制过程。
* 能够更方便处理错误。例如，可以跳过执行失败的语句。
* 更方便过滤复制事件。
* 有时候*mysqlbinlog*会因为日志记录格式更改而无法读取二进制日志。

10.5复制和容量规划

写操作通常是复制的瓶颈，并且很难使用复制来扩展写操作。当计划为系统增加复制容 量时，需要确保进行了正确的计算，否则很容易犯一些复制相关的错误。

例如，假设工作负载为20%的写以及80%的读。为了计算简单，假设有以下前提：

* 读和写查询包含同样的工作量。
* 所有的服务器是等同的，每秒能进行1 000次査询。
* 备库和主库有同样的性能特征。
* 可以把所有的读操作转移到备库。

如果当前有一个服务器能支持每秒I 000次査询，那么应该增加多少备库才能处理当前- 两倍的负载，并将所有的读査询分配给备库？

看上去应该增加两个备库并将1 600次读操作平分给它们。但是不要忘记，写入负载同 样增加到了 400次每秒，并且无法在主备服务器之间进行分摊。每个备库每秒必须处理 400次写入，这意味着每个备库写入占了 40%,只能每秒为600次査询提供服务。因此， 需要三台而不是两台备库来处理双倍负载。

如果负载再增加一倍呢？将有每秒800次写入，这时候主库还能处理，但备库的写入同

注14：我们明确地使用*/bin/ls*以避免启用通用别名，它们会为终端着色添加转义码。

样也提升到80%,这样就需要16台备库来处理每秒3 200次读査询。并且如果再增加一 点负载，主库也会无法承担。

这远远不是线性扩展，査询数量增加4倍，却需要增加17倍的服务器。这说明当为单 台主库增加备库时，将很快达到投入远高于回报的地步。这仅仅是基于上面的假设，还 忽略了一些事情，例如，单线程的基于语句的复制常常导致备库容量小于主库。真实的 复制配置比我们的理论计算还要更差。

10.5.1为什么复制无法扩展写操作

糟糕的服务容量比例的根本原因是不能像分发读操作那样把写操作等同地分发到更多服 务器上。换句话说，复制只能扩展读操作，无法扩展写操作。

你可能想知道到底有没有办法使用复制来增加写入能力。答案是否定的，根本不行。对 数据进行分区是唯一可以扩展写入的方法，我们在下一章会讲到。

一些读者可能会想到使用主-主拓扑结构（参阅前面介绍的“主动-主动模式下的主- 主复制”）并为两个服务器执行写操作。这种配置比主备结构能支持稍微多一点的写入， 因为可以在两台服务器之间共享串行化带来的开销。如果每台服务器上执行50%的写 入，那复制的执行量也只有50%需要串行化。理论上讲，这比在一台机器上（主库）对 100%的写入并发执行，而在另外一台机器（备库）上对100%的写入做串行化要更优。

这可能看起来很吸引人，然而这种配置还比不上单台服务器能支持的写入。一个有50% 的写入被串行化的服务器性能比一台全部写入都并行化的服务器性能要低。

这是这种策略不能扩展写入的原因。它只能在两台服务器间共享串行化写入的缺点。所 以“链中最弱的一环”并不是那么弱，它只提供了比主动-被动复制稍微好点的性能， 但是增加了很大的风险，通常不能带来任何好处，具体原因见下一节。

□K> 10.5.2备库什么时候开始延迟

一个关于备库比较普遍的问题是如何预测备库会在何时跟不上主库。很难去描述备库使 用的复制容量为5%与95%的区别，但是至少能够在接近饱和前预警并估计复制容量。

首先应该观察复制延迟的尖刺。如果有复制延迟的曲线图，需要注意到图上的一些短暂 的延迟骤升，这时候可能负载加大，备库短时间内无法跟上主库。当负载接近耗尽备库 的容量时，会发现曲线上的凸起会更高更宽。前面曲线的上升角度不变，但随后当备库 在产生延迟后开始追赶主库时，将会产生一个平缓的斜坡。这些突起的出现和增长是一 个警告信息，意味着已经接近容量限制。

为了预测在将来的某个时间点会发生什么，可以人为地制造延迟，然后看多久备库能赶 上主库。目的是为了明确地说明曲线上的斜坡的陡度。如果将备库停止一个小时，然后 开启并在1小时内追赶上，说明正常情况下只消耗了一半的容量。也就是说，如果中午 12:00停止备库复制，在1:00开启，并且在2:00追赶上，备库在一小时内完成了两个小 时内所有的变更，说明复制可以在双倍速度下运行。

最后，如果使用的是Percona Server或者MariaDB,也可以直接获取复制的利用率。打 开服务器变量userstat,然后执行如下语句：

mysql> **SELECT \* FROM INFORMATION SCHEMA.USER\_STATISTICS -> WHERE USER='#mysql\_system#1\G -**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  
#mysql\_system#

USER: TOTAL\_CONNECTIONS: CONCURREN匸CONNECTIONS: CONNECTED\_TIME: BUSY^TIME: ROWS\_FETCHED: RO 略[UPDATED: SELECT\_\_COMMANDS: UPDATE^COMMANDS: OTHER^COMMANDS: COMMIT\_TRANSACTIONS: ROLLBACK~TRANSACTIONS:

1 一

2

46188

719 0 1882292 0 580431 338857 1016571 0

可以将BUSY\_TIME和CONNECTED\_TIME的一半（因为备库有两个复制线程）做比较，来观 察备库线程实际执行命令所花费的时间注七 在我们的例子里，备库大约使用了其3%的 能力，这并不意味着它不会遇到偶然的延迟尖刺——如果主库运行了一个超过10分钟＜485： 才完成的变更，可能延迟的时间和变更执行的时间是相同的一一但这很好地暗示了备库 能够很快从一个延迟尖刺中恢复。

10.5.3规划冗余容量

在构建一个大型应用时，有意让服务器不被充分使用，这应该是一种聪明并且划算的方 式，尤其在使用复制的时候。有多余容量的服务器可以更好地处理负载尖峰，也有更多 能力处理慢速査询和维护工作（如OPTIMIZE TABLE操作），并且能够更好地跟上复制。

试图同时向主-主拓扑结构的两个节点写入来减少复制问题通常是不划算的。分配给每 台机器的读负载应该低于50%,否则，如果某台服务器失效，就没有足够的容量了。如 果两台服务器都能够独立处理负载，就用不着担心复制的问题了。

注15 :如果复制线程总是在运行，你可以使用服务器的uptime来代替CONNECTED\_TIME的一半。

构建冗余容量也是实现高可用性的最佳方式之一，当然还有别的方式，例如，当错误发 生时让应用在降级模式下运行，第12章会介绍更多的细节。

10.6复制管理和维护

配置复制一般来说不会是需要经常做的工作，除非有很多服务器。但是一旦配置了复制, 监控和管理复制拓扑应该成为一项日常工作，不管有多少服务器。

这些工作应该尽量自动化，但不一定需要自己写工具来实现：在16章我们讨论了几个 MySQL工具，其中许多都拥有内建的监控复制的能力或插件。

10.6.1监控复制

复制增加了 MySQL监控的复杂性。尽管复制发生在主库和备库上，但大多数工作是在 备库上完成的，这也正是最常出问题的地方。是否所有的备库都在工作？最慢的备库延 迟是多大？ MySQL本身提供了大量可以回答上述问题的信息，但要实现自动化监控过 程以及使复制更健壮还是需要用户做更多的工作。

|J86> 在主库上，可以使用SHOW MASTER STATUS命令来査看当前主库的二进制日志位置和配置 (详细参阅前面介绍的“配置主库和备库”部分)。还可以査看主库当前有哪些二进制日 志是在磁盘上的：

mysql> **SHOW MASTER LOGS;**

+ + +

| Log\_name | File\_size |

+ + +

| mysql-bin.000220 | 425605 |

| mysql-bin.000221 | 1134128 |

I mysql-bin.000222 | 13653 |

I mysql-bin.000223 | 13634 |

+ + +

该命令用于给PURGE MASTER LOGS命令决定使用哪个参数。另外还可以通过SHOW BINLOG EVENTS来査看复制事件。例如，在运行前一个命令后，我们在另一个不曾使用 过的服务器上创建一个表，因为知道这是唯一改变数据的语句，而且也知道语句在二进 制日志中的偏移量是13634,所以我们可以看到如下内容：

mysql> **SHOW BINLOG EVENTS IN 'mysql-bin.000223\* FROM 13634\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i.工脚 \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Log\_name: mysql-bin.000223

~ Pos: 13634

Event\_type: Query

Serverid: 1

End\_log\_pos: 13723

Info: use 'test'; CREATE TABLE test.t(a int)

10.6.2测量备库延迟

一个比较普遍的问题是如何监控备库落后主库的延迟有多大。虽然SHOW SLAVE STATUS 输出的Seconds\_behind\_master列理论上显示了备库的延时，但由于各种各样的原因， 并不总是准确的：

* 备库Seconds\_behind\_master值是通过将服务器当前的时间戳与二进制日志中的事 件的时间戳相对比得到的，所以只有在执行事件时才能报告延迟。
* 如果备库复制线程没有运行，就会报延迟为NULL。
* 一些错误（例如主备的max\_allowed\_packet不匹配，或者网络不稳定）可能中断复 制并且/或者停止复制线程，但Seconds\_behind\_master将显示为0而不是显示错误。

•即使客库线程正在运行，备库有时候可能无法计算延时。如果发生这种情况，备库 会报0或者NULL。

* 一个大事务可能会导致延迟波动，例如，有一个事务更新数据长达一个小时，最后 提交。这条更新将比它实际发生时间要晚一个小时才记录到二进制日志中。当备库 执行这条语句时，会临时地报告备库延迟为一个小时，然后又很快变成0。
* 如果分发主库落后了，并且其本身也有已经追赶上它的备库，备库的延迟将显示为0, 而事实上和源主库之间是有延迟的。

解决这些问题的办法是忽略Seconds\_behind\_master的值，并使用一些可以直接观察和 衡量的方式来监控备库延迟。最好的解决办法是使用*heartbeat record,*这是一个在主库 上会每秒更新一次的时间戳。为了计算延时，可以直接用备库当前的时间戳减去心跳记 录的值。这个方法能够解决刚刚我们提到的所有问题，另外一个额外的好处是我们还可 以通过时间戳知道备库当前的复制状况。包含在Percona Toolkit里的*pt-heartbeat*脚本 是“复制心跳”最流行的一种实现。

心跳还有其他好处，记录在二进制日志中的心跳记录拥有许多用途，例如在一些很难解 决的场景下可以用于灾难恢复。

我们刚刚所描述的几种延迟指标都不能表明备库需要多长时间才能赶上主库。这依赖于 许多因素,例如备库的写入能力以及主库持续写入的次数。关于这个话题，详细参阅前 面介绍的“何时备库开始延迟”。

10.6.3确定主备是否一致

在理想情况下，备库和主库的数据应该是完全一样的。但事实上备库可能发生错误并导 致数据不一致。即使没有明显的错误，备库同样可能因为MySQL自身的特性导致数据

不一致，例如MySQL的Bug、网络中断、服务器崩潰，非正常关闭或者其他一些错误。注16

按照我们的经验来看，主备一致应该是一种规范，而不是例外，也就是说，检査你的主 备一致性应该是一个日常工作，特别是当使用备库来做备份时尤为重要，因为你肯定不 希望从一个已经损坏的备库里获得备份数据。

MySQL并没有内建的方法来比较一台服务器与别的服务器的数据是否相同。它提供了 1~488> 一些组件来为表和数据生成校验值，例如CHECKSUM TABLEO但当复制正在进行时,这种 方法是不可行的。

Percona Toolkit里的*pt-table-checksum*能够解决上述几个问题。其主要特性是用于确认 备库与主库的数据是否一致。工作方式是通过在主库上执行INSERT.. .SELECT査询。

这些査询对数据进行校验并将结果插入到一个表中。这些语句通过复制传递到备库，并 在备库执行一遍，然后可以比较主备上的结果是否一样。由于该方法是通过复制工作的， 它能够给出一致的结果而无须同时把主备上的表都锁上。

通常情况下可以在主库上运行该工具，参数如下：

**$ pt-table-checksum --replicate=test.checksum <master\_host>**

该命令将检査所有的表，并将结果插入到*test.checksum*表中。当査询在备库执行完后， 就可以简单地比较主备之间的不同了。*pt-table-checksum*能够发现服务器所有的备库， 在每台备库上运行査询，并自动地输出结果。在写作本书时，*pt-table-checksum*是唯一 能够有效地比较主备一致性的工具。

10.6.4从主库重新同步备库

在你的职业生涯中，也许会不止一次需要去处理未被同步的备库。可能是使用校验工具 发现了数据不一致，或是因为已经知道是备库忽略了某条査询或者有人在备库上修改了 数据。

传统的修复不一致的办法是关闭备库，然后重新从主库复制一份数据。当备库数据不一 致的问题可能导致严重后果时，一旦发现就应该将备库停止并从生产环境移除，然后再 从一个备份中克隆或恢复备库。

这种方法的缺点是不太方便，特别是数据量很大时。如果能够找出并修复不一致的数据， 要比从其他服务器上重新克隆数据要有效得多。如果发现的不一致并不严重，就可以保 持备库在线，并重新同步受影响的数据。

注**16 :**如果你正在使用非事务型存储引擎，不首先调用**STOP SLAVE**就关闭服务器是很不妥当的。 最简单的办法是使用*mysqldump*转储受影响的数据并重新导入。在整个过程中，如果数 据没有发生变化，这种方法会很好。你可以在主库上简单地锁住表然后进行转储，再等 待备库赶上主库，然后将数据导入到备库中。（需要等待备库赶上主库，这样就不至于 为其他表引入新的不一致，例如那些可能通过和失去同步的表做join后进行数据更新的 表）。

虽然这种方法在许多场景下是可行的，但在一个繁忙的服务器上有可能行不通。另外一 个缺点是在备库上通过非复制的方式改变数据。通过复制改变备库数据（通过在主库上 执行更新）通常是一种安全的技术，因为它避免了竞争条件和其他意料外的事情。如果 表很大或者网络带宽受限，转储和重载数据的代价依然很高。当在一个有一百万行的表 上只有一千行不同的数据呢？转储和重载表的数据是非常浪费资源的。

*pt-table-sync*是Percona Toolkit中的另外一个工具，可以解决该问题。该工具能够高效 地査找并解决表之间的不同。它同样通过复制工作，在主库上执行査询，在备库上重新 同步，这样就没有竞争条件。它是结合*pt-table-checksum*生成的checksum表来工作的， 所以只能操作那些已知不同步的表的数据块。但该工具不是在所有场景下都有效。为了 正确地同步主库和备库，该工具要求复制是正常的，否则就无法工作*° pt.table.sync*设 计得很高效，但当数据量非常大时效率还是会很低。比较主库和备库上1TB的数据不可 避免地会带来额外的工作。尽管如此，在那些合适的场景中，该工具依然能节约大量的 时间和工作。

10.6.5改变主库

迟早会有把备库指向一个新的主库的需求。也许是为了更迭升级服务器，或者是主库出 现问题时需要把一台备库转换成主库，或者只是希望重新分配容量。不管出于什么原因， 都需要告诉其他的备库新主库的信息。

如果这是计划内的操作，会比较容易（至少比紧急情况下要容易）。只需在备库简单地 使用CHANGE MASTER TO命令，并指定合适的值。大多数值都是可选的。只需要指定需要 改变的项即可。备库将抛弃之前的配置和中继日志并从的主库开始复制。同样新的参 数会被更新到*masterinfo*文件中，这样就算重启，备库配置信息也不会丢失。

整个过程中最难的是获取新主库上合适的二进制日志位置，这样备库才可以从和老主库 相同的逻辑位置开始复制。

把备库提升为主库要更困难一点。有两种场景需要将备库替换为主库，一种是计划内的 提升，一种是计划外的提升。

*x＞*计划内的提升

把备库提升为主库理论上是很简单的。简单来说，有以下步骤：

1. 停止向老的主库写入。
2. 让备库追赶上主库（可选的，会简化下面的步骤）。
3. 将一台备库配置为新的主库。
4. 将备库和写操作指向新的主库，然后开启主库的写入。

但这其中还隐藏着很多细节。一些场景可能依赖于复制的拓扑结构。例如，主-主结构 和主-备结构的配置就有所不同。

更深入一点，下面是大多数配置需要的步骤：

1. 停止当前主库上的所有写操作。如果可以，最好能将所有的客户端程序关闭（除了 复制连接）。为客户端程序建立一个“donotnm”这样的类似标记可能会有所帮助。 如果正在使用虚拟IP地址，也可以简单地关闭虚拟IP,然后断开所有的客户端连接 以关闭其打开的事务。
2. 通过FLUSH TABLES WITH READ LOCK在主库上停止所有活跃的写入，这一步是可选 的。也可以在主库上设置read\_only选项。从这一刻开始，应该禁止向即将被替换 的主库做任何写入。因为一旦它不是主库，写入就意味着数据丢失。注意，即使设 置read\_only也不会阻止当前已存在的事务继续提交。为了更好地保证这一点，可 以“kill”所有打开的事务，这将会真正地结束所有写入。
3. 选择一个备库作为新的主库，并确保它已经完全跟上主库（例如，让它执行完所有 从主库获得的中继日志）。
4. 确保新主库和旧主库的数据是一致的。可选。
5. 在新主库上执行STOP SLAVEO
6. 在新主库上执行 CHANGE MASTER TO MASTER\_HOST=' \*,然后再执行 RESET SLAVE,使 其断开与老主库的连接，并丢弃*master.info*里记录的信息（如果连接信息记录在

， /nMc”里，会无法正确工作，这也是我们建议不要把复制连接信息写到配置文件里

的原因之一）。

7・执行SHOW MASTER STATUS记录新主库的二进制日志坐标。

1. 确保其他备库已经追赶上。
2. 关闭旧主库。
3. 在MySQL 5.1及以上版本中，如果需要，激活新主库上事件。
4. 将客户端连接到新主库。
5. 在每台备库上执行CHANGE MASTER TO语句，使用之前通过SHOW MASTER STATUS获 <~491~| 得的二进制日志坐标，来指向新的主库。

a

甫\* 当将备库提升为主库时，要确保备库上任何特有的数据库、表和权限已经被移除。 @可能还需要修改备库特有的配置选项，例如**innodb\_flush\_log\_at\_trx\_commit**选项。

\*同样的，如果是把主库降级为备库，也要保证进行需要的配置。

如果主备的配置相同，就不需要做任何改变。

计划外的提升

当主库崩溃时，需要提升一台备库来代替它，这个过程可能就不太容易。如果只有一 台备库，可以直接使用这台备库。但如果有超过一台的备库，就需要做一些额外的工 作。

另外，还有潜在的丢失复制事件的问题。可能有主库上已发生的修改还没有更新到它的 任何一台备库上的情况。甚至还可能一条语句在主库上执行了回滚，但在备库上没有回 滚，这样备库可能超过主库的逻辑复制位置注”。如果能在某一点恢复主库的数据，也许 就可以取得丢失的语句并手动执行它们。

在以下步骤中，需要确保在计算中使用Master Log File和Read\_Master\_Log\_Pos的值。

以下是对主备拓扑结构中的备库进行提升的过程：

1. 确定哪台备库的数据最新。检査每台备库上SHOW SLAVE STATUS命令的输出，选择 其中 Master\_Log\_File/read\_Master\_Log\_Pos 的值最新的那个。
2. 让所有备库执行完所有其从崩溃前的旧主库那获得的中继日志。如果在未完成前修 改备库的主库，它会抛弃剩下的日志事件，从而无法获知该备库在什么地方停止。
3. 执行前一小节的5 - 7步。
4. 比较每台备库和新主库上的Master\_Log\_File/Read\_Master\_Log\_Pos的值。
5. 执行前一小节的10 - 12步。

正如本章开始我们推荐的，假设已经在所有的备库上开启了 log\_bin和log\_slave\_ <492^ updates,这样可以帮助你将所有的备库恢复到一个一致的时间点，如果没有开启这两个 选项，则不能可靠地做到这一点。

注17：这是有可能的，即使MySQL在事务提交前并不记录任何事件。具体参阅“混合事务型和非事务型 表"。另外一种场景是主库崩溃后恢复，但没有设置innodb flush log at trx commit的值为1,, 所以可能丢失一些更新。 ,

确定期望的日志位置

如果有备库和新主库的位置不相同，则需要找到该备库最后一条执行的事件在新主库的 二进制日志中相应的位置，然后再执行CHANGE MASTER T0o可以通过*mysqlbinlog*工具 来找到备库执行的最后一条査询，然后在主库上找到同样的査询，进行简单的计算即可 得到。

为了便于描述，假设每个日志事件有一个自增的数字ID,最新的备库，也就是新主 库，在旧主库崩溃时获得了编号为100的事件，假设有另外两台备库:replica2和 replica3o replica2已经获取了 99号事件，replica3获取了 98号事件。如果把两台备 库都指向新主库的同一个二进制日志位置，它们将从101号事件开始复制，从而导致数 据不同步。但只要新主库的二进制日志已经通过log\_slave\_updates打开，就可以在新 主库的二进制日志中找到99号和100号日志，从而将备库恢复到一致的状态。

由于服务器重启，不同的配置，日志轮转或者FLUSH LOGS命令，同一个事件在不同的服 务器上可能有不同的偏移量。找到这些事件可能会耗时很长并且枯燥，但是通常没有难 度。通过*mysqlbinlog*从二进制日志或中继日志中解析出每台备库上执行的最后一个事件， 并同样使用该命令解析新主库上的二进制日志，找到相同的査询，*mysqlbinlog*会打印出 该事件的偏移量，在CHANGE MASTER TO命令中使用这个值注七

更快的方法是把新主库和停止的备库上的字节偏移量相减，它显示了字节位置的差异。 然后把这个值和新主库当前二进制日志的位置相减，就可以得到期望的查询的位置。只 需要验证一下就可以据此启动备库。

让我们看看一个相关的例子，假设serverl是serve「2和serve「3的主库，其中服务器 serverl 已经崩溃。根据 SHOW SLAVE STATUS 获得 Master\_Log\_File/Read\_Master\_Log\_ Pos的值，server2已经执行完了 serverl±所有的二进制日志，但server3还不是最新 数据。图10-15显示了这个场景（日志事件和偏移量仅仅是为了举例）。

正如图10.15所示，我们可以肯定server2已经执行完了主库上的所有二进制日志，因

I 493 > 为Master Log File和Read Master Log Pos值和serverl上最后的日志位置是相吻合 的，因此我们可以将server2提升为新主库，并将server3设置为server2的备库。

应该在server3 ±为需要执行的CHANGE MASTER TO语句赋予什么样的参数呢？这里需要 做一点点计算和调査。server3在偏移量1493停止，比server2执行的最后一条语句的 偏移量1582要小89字节。server2正在向偏移量为8167的二进制日志写入，8167-89= 8078,因此理论上我们应该将server3指向server?的日志的偏移量为8078的位置。最

注**18 :**正如前面提到的，*pt-heartbeat*的心跳记录能够很好地帮助你找到你正在查找的事件的大约位置。

![](data:image/png;base64,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)好去确认下这个位置附近的日志事件，以确定在该位置上是否是正确的日志事件，因为 可能有别的例外，例如有些更新可能只发生在server2±o

为了清楚起见， 省略二进制日志 文件

|  |  |
| --- | --- |
| **8035** | **UPDATE |** |
| **8078** | **DELETE I** |
| **8167** | **INSERT J** |

mysql-bin.000009

图10-15：当serverl崩溃，server2已追赶上，但server3的复制落后 假设我们观察到的事件是一样的，下面这条命令会将servers切换为server2的备库。

**server2> CHANGE MASTER TO MASTER\_HOST=nserver2", MASTER\_LOG\_FILE="mysql-bin.000009% MASTER\_L0G\_P0S=8078；- "**

如果服务器在它崩溃时已经执行完成并记录了超过一个事件，会怎么样呢？因为 server2仅仅读取并执行到了偏移位置1582,你可能永远地失去了一个事件。但是如果 老主库的磁盘没有损坏，仍然可以通过*mysqlbinlog*或者从日志服务器的二进制日志中 找到丢失的事件。

如果需要从老主库上恢复丢失的事件，建议在提升新主库之后且在允许客户端连接之前 做这件事情。这样就无须在每台备库上都执行丢失的事件，只需使用复制来完成。但如 果崩溃的老主库完全不可用，就不得不等待，稍后再做这项工作。
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上述流程中一个可调整的地方是使用可靠的方式来存储二进制日志，如SAN或分布式 复制数据库设备（DRBD）O即使主库完全失效，依然能够获得它的二进制日志。也可以

设置一个日志服务器，把备库指向它，然后让所有备库赶上主库失效的点。这使得提升 一个备库为新的主库没那么重要，本质上这和计划中的提升是相同的。我们将在下一章 进一步讨论这些存储选项。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAABAAQAAAABZqeZRAAAACXBIWXMAABcSAAAXEgFnn9JSAAABK0lEQVQokc3Tv0rFMBQG8C92SLY6ut36BoKDXBDjIDj6CI4+wF2FFLzg5hsIgj6Cwx0ECzo4iPoGtzq4WreApceTnLS6+AdczPbjNAnnOymIqIQsB8YlyfonsF/i9we8zT9VXo/cgOdiutej2wIy2yPEsSagJiBLlTpggXHPqCS2WLmo4DjJBORELUYOT0TnXOCQc4fKPULRQ0YNY5m3KuLtLYPvMKrDre20g8cS16YY0aFDazbjLTkd8NHQCVcMb+PkdATRSSwlnMl3pxEr+1GZIO2KmNnuozLT8Sls9/AGRrCecQul2RGAM/UJG1glqrEr6UCN74rQdkCpxteFSlOosVj2IdpGehC0AX3wFCId5uPBGQyTu9HfTpv++t5+PGAy7ybHLxHDL/MOUM8OX5hhGgIAAAAASUVORK5CYII=)当提升一台备库为主库时，千万不要将它的服务器**ID**修改成原主库的服务器**ID,** 否则将不能使用日志服务器从一个旧主库来重放日志事件。这也是确保服务器**1D** 最好保持不变的原因之一。

10.6.6在一个主-主配置中交换角色

主-主复制拓扑结构的一个好处就是可以很容易地切换主动和被动的角色，因为其配置 是对称的。本小节介绍如何完成这种切换。

当在主-主配置下切换角色时，必须确保任何时候只有一个服务器可以写入。如果两台 服务器交叉写入，可能会导致写入冲突。换句话说，在切换角色后，原被动服务器不应 该接收到主动服务器的任何二进制日志。可以通过确保原被动服务器的复制SQL线程在 该服务器可写之前已经赶上主动服务器来避免。

通过以下步骤切换服务器角色，可以避免更新冲突的危险：

1. 停止主动服务器上的所有写入。
2. 在主动服务器上执行SET GLOBAL read\_only=l,同时在配置文件里也设置一下 read\_only,防止重启后失效。但记住这不会阻止拥有超级权限的用户更改数据。如 果想阻止所有人更改数据，可以执行FLUSH TABLES WITH READ LOCK0如果没有这 么做，你必须kill所有的客户端连接以保证没有长时间运行的语句或者未提交的事 务。

3・在主动服务器上执行SHOW MASTER STATUS并记录二进制日志坐标。

F495> 4.使用主动服务器上的二进制日志坐标在被动服务器上执行SELECT MASTER\_POS\_ WAIT()0该语句将阻塞住，直到复制跟上主动服务器。

1. 在被动服务器上执行SET GLOBAL read\_only=0,这样就变换成主动服务器。
2. 修改应用的配置，使其写入到新的主动服务器中。

可能还需要做一些额外的工作，包括更改两台服务器的IP地址，这取决于应用的配置， 我们将在下一节讨论这个话题。

10.7复制的问题和解决方案

中断MySQL的复制并不是件难事。因为实现简单，配置相当容易，但也意味着有很多 方式会导致复制停止，陷入混乱并中断。本章描述了一些比较普遍的问题，讨论如何重 现这些问题，以及当遇到这些问题时如何解决或者阻止其发生。

10.7.1数据损坏或丢失的错误

由于各种各样的原因，MySQL的复制并不能很好地从服务器崩溃、掉电、磁盘损坏、 内存或网络错误中恢复。遇到这些问题时几乎可以肯定都需要从某个点开始重启复制。

大部分由于非正常关机后导致的复制问题都是由于没有把数据及时地刷到磁盘。下面是 意外关闭服务器时可能会碰到的情况。

主库意外关闭

如果没有设置主库的sync\_binlog选项，就可能在崩溃前没有将最后的几个二进制 日志事件刷新到磁盘中。备库I/O线程因此也可一直处于读不到尚未写入磁盘的事 件的状态中。当主库重新启动时，备库将重连到主库并再次尝试去读该事件，但主 库会告诉备库没有这个二进制日志偏移量。二进制日志转储线程通常很快，因此这 种情况并不经常发生。

解决这个问题的方法是指定备库从下一个二进制日志的开头读日志。但是一些日志 事件将永久地丢失，建议使用Percona Toolkit中的*pt-table-checksum*工具来检査主 -备一致性，以便于修复。可以通过在主库开启sync\_binlog来避免事件丢失。

即使开启了 synjbinlog, MylSAM表的数据仍然可能在崩溃的时候损坏，对于 InnoDB事务,如果innodb flush log at t rx^commit没有设为1,也可能丢失数据（但 数据不会损坏）。
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备库意外关闭

当备库在一次非计划中的关闭后重启时，会去读*master.info*文件以找到上次停止复 制的位置。不幸的是，该文件并没有同步写到磁盘，文件中存储的信息可能是错误 的。备库可能会尝试重新执行一些二进制日志事件，这可能会导致唯一索引错误。 除非能确定备库在哪里停止（通常不太可能），否则唯一的办法就是忽略那些错误。 Percona Toolkit中的*pt-slave-restart*工具可以帮助完成这一点。

如果使用的都是InnoDB表，可以在重启后观察MySQL错误日志。IimoDB在恢复 过程中会打印出它的恢复点的二进制日志坐标。可以使用这个值来决定备库指向主 库的偏移量。Percona Server提供了一个新的特性，可以在恢复的过程中自动将这些 信息提取出来，并更新*masterinfo*文件，从根本上使得复制能够协调好备库上的事务。

MySQL 5.5也提供了一些选项来控制如何将*master.info*和其他文件刷新到磁盘，这 有助于减少这些问题。

除了由于MySQL非正常关闭导致的数据丢失外,磁盘上的二进制日志或中继日志文件 损坏并不罕见。下面是一些更普遍的场景：

主库上的二进制日志损坏

如果主库上的二进制日志损坏，除了忽略损坏的位置外你别无选择。可以在主库上 执行FLUSH LOGS命令，这样主库会开始一个新的日志文件，然后将备库指向该文 件的开始位置。也可以试着去发现损坏区域的结束位置。某些情况下可以通过SET

GLOBAL SQL\_SLAVE\_SKIP\_COUNTER = 1来忽略一个损坏的事件。如果有多个损坏的 事件，就需要重复该步骤，直到跳过所有损坏的事件。但如果有太多的损坏事件， 这么做可能就没有意义了。损坏的事件头会阻止服务器找到下一个事件。这种情况下， 可能不得不手动地去找到下一个完好的事件。

备库上的中继日志损坏

如果主库上的日志是完好的，就可以通过CHANGE MASTER TO命令丢弃并重新获取 损坏的事件。只需要将备库指向它当前正在复制的位置(Relay\_Master\_Log\_File/ Exec\_Master\_Log\_Pos) 0这会导致备库丢弃所有在磁盘上的中继日志。就这一点而言， MySQL 5.5做了一些改进，它能够在崩溃后自动重新获取中继日志。

二进制日志与InnoDB事务日志不同步

当主库崩溃时，InnoDB可能将一个事务标记为已提交，此时该事务可能还没有记录 到二进制日志中。除非是某个备库的中继日志已经保存，否则没有任何办法恢复丢 失的事务。在MySQL 5.0版本可以设置sync\_binlog选项来防止该问题，对于更早 的 MySQL 4.1 可以设置 sync binlog 和 safe binlog 选项。

国〉当一个二进制日志损坏时，能恢复多少数据取决于损坏的类型，有几种比较常见的类型：

数据改变，但事件仍是有效的SQL 、

不幸的是，MySQL甚至无法察觉这种损坏。因此最好还是经常检査备库的数据是否 正确。在MySQL未来的版本中可能会被修复。

数据改变并且事件是无效的SQL

这种情况可以通过*mysqlbinlog*提取出事件并看到一些错乱的数据，例如：

UPDATE tbl SET col?????????????????

可以通过增加偏移量的方式来尝试找到下一个事件，这样就可以只忽略这个损坏的 事件。

数据遗漏并且/或者事件的长度是错误的

这种情况下，吋S〃步/og可能会发生错误退出或者直接崩溃，因为它无法读取事件， 并且找不到下一个事件的开始位置。

某些事件已经损坏或被覆盖，或者偏移量已经改变并且下一个事件的起始偏移量也是错 误的

同样的，这种情况下*mysqlbinlog*也起不了多少作用。

当损坏非常严重，通过*mysqlbinlog*已经无法获取日志事件时，就不得不进行一些十六 进制的编辑或者通过一些烦琐的技术来找到日志事件的边界。这通常并不困难，因为有 一些可辨识的标记会分割事件。

如下例所示，首先使用时sg/ZnR/og找到样例日志的日志事件偏移量：

**$ mysqlbinlog mysql-bin.000113 | egrep ，A# at '**

* at 4
* at 98
* at 185
* at 277
* at 369
* at 447

一个找到日志偏移量的比较简单的方法是比较一下*string*命令输出的偏移量：

**$ strings -n 2 -t d mysql-bin.000113**

1 binpCG

25 5.0,. 38-Ubuntu\_Oubuntul. 1-log

99 C\*G ~

146 std

156 test

161 create table test(a int)

186 C\*G

233 std

243 test

248 insert into test(a) values(l) <498 |

278 C'G

325 std

335 test

340 insert into test(a) values(2)

370 C'G

417 std

427 test

432 drop table test

448 D'G

474 mysql-bin.000114

有一些可辨别的模式可以帮助定位事件的开头，注意以凶结尾的字符串在日志事件开头 的一个字节后的位置。它们是固定长度的事件头的一部分。

这些值因服务器而异，因此结果也可能取决于解析的日志所在的服务器。简单地分析后

应该能够从二进制日志中找到这些模式并找到下一个完整的日志事件偏移量。然后通过 *mysqlbinlog*的访0〃选项来跳过损坏的事件，或者使用CHANGE MASTER TO命 令的 MASTER\_LOG\_POS 参数。

10.7.2使用非事务型表

如果一切正常，基于语句的复制通常能够很好地处理非事务型表。但是当对非事务型表 的更新发生错误时，例如査询在完成前被kill,就可能导致主库和备库的数据不一致。

例如，假设更新一个MylSAM表的100行数据，若査询更新到了其中50条时有人kill 该查询，会发生什么呢？ 一半的数据改变了，而另一半则没有，结果是复制必然不同步， 因为该查询会在备库重放并更新完100行数据（MySQL随后会在主库上发现査询引起 的错误，而备库上则没有报错，此后复制将会发生错误并中断）。

如果使用的是MylSAM表，在关闭MySQL之前需要确保已经运行了 STOP SLAVE,否则 服务器在关闭时会kill所有正在运行的查询（包括没有完成的更新）。事务型存储引擎则 没有这个问题。如果使用的是事务型表，失败的更新会在主库上回滚并且不会记录到二 进制日志中。

10.7.3混合事务型和非事务型表

如果使用的是事务型存储引擎，只有在事务提交后才会将査询记录到二进制日志中。因 此如果事务回滚，MySQL就不会记录这条査询，也就不会在备库上重放。

F499> 但是如果混合使用事务型和非事务型表，并且发生了一次回滚，MySQL能够回滚事务 型表的更新，但非事务型表则被永久地更新了。只要不发生类似查询中途被kill这样的 错误，这就不是问题：MySQL此时会记录该査询并记录一条ROLLBACK语句到日志中。 结果是同样的语句也在备库执行，所有的都很正常。这样效率会低一点，因为备库需要 做一些工作并且最后再把它们丢弃掉。但理论上能够保证主备的数据一致。

目前看来一切很正常。但是如果备库发生死锁而主库没有也可能会导致问题。事务型表 的更新会被回滚，而非事务型表则无法回滚，此时备库和主库的数据是不一致的。

防止该问题的唯一办法是避免混合使用事务型和非事务型表。如果遇到这个问题，唯一 的解决办法是忽略错误，并重新同步相关的表。

基于行的复制不会受这个问题的影响。因为它记录的是数据的更改，而不是SQL语句。 如果一条语句改变了一个MylSAM表和一个InnoDB表的某些行，然后主库上发生了 一 次死锁，InnoDB表的更新会被回滚，而MylSAM表的更新仍会被记录到日志中并在备 库重放。

10.7.4不确定语句

当使用基于语句的复制模式时，如果通过不确定的方式更改数据可能会导致主备不一致。 例如，一条带LIMIT的UPDATE语句更改的数据取决于査找行的顺序，除非能保证主库和 备库上的顺序相同。例如，若行根据主键排序，一条査询可能在主库和备库上更新不同 的行，这些问题非常微妙并且很难注意到。所以一些人禁止对那些会更新数据的语句使 用LINIK另外一种不确定的行为是在一个拥有多个唯一索引的表上使用REPLACE或者 INSERT IGNORE语句——MySQL在主库和备库上可能会选择不同的索引。

另外还要注意那些涉及INFORMATION\_SCHEMA表的语句。它们很容易在主库和备库上产 生不一致，其结果也会不同。最后，需要注意许多系统变量，例如@@server\_id和鼬 hostname,在MySQL 5.1之前无法正确地复制。

基于行的复制则没有上述限制。

10.7.5主库和备庫使用不同的存储引擎

**<500~|**

正如本章之前提到的，在备库上使用不同的存储引擎，有时候可以带来好处。但是在一 些场景下，当使用基于语句的复制方式时，如果备库使用了不同的存储引擎，则可能造 成一条查询在主库和备库上的执行结果不同，例如不确定语句（如前一小节提到的）在 主备库使用不同的存储引擎时更容易导致问题。

如果发现主库和备库的某些表已经不同步，除了检査更新这些表的查询外，还需要检査 两台服务器上使用的存储引擎是否相同。

10.7.6备库发生数据改变

基于语句的复制方式前提是确保备库上有和主库相同的数据，因此不应该允许对备库数 据的任何更改（比较好的办法是设置read\_only选项）。假设有如下语句:

**mysql> INSERT INTO tablel SELECT \* FROM table2;**

如果备库上table2的数据和主库上不同，该语句会导致tablel的数据也会不一致。换 句话说，数据不一致可能会在表之间传播。不仅仅是INSERT SELECT査询，所有类 型的査询都可能发生。有两种可能的结果：备库上发生重复索引键冲突错误或者根本不 提示任何错误。如果能报告错误还好，起码能够提示你主备数据已经不一致。无法察觉 的不一致可能会悄无声息地导致各种严重的问题。

唯一的解决办法就是重新从主库同步数据。

10.7.7不唯一的服务器ID

这种问题更加难以捉摸。如果不小心为两台备库设置了相同的服务器ID,看起来似乎没 有什么问题，但如果査看错误日志，或者使用*innotop*查看主库，可能会看到一些古怪 的信息。

在主库上，会发现两台备库中只有一台连接到主库（通常情况下所有的备库都会建立连 接以等待随时进行复制）。在备库的错误日志中，则会发现反复的重连和连接断开信息， 但不会提及被错误配置的服务器ID。

MySQL可能会缓慢地进行正确的复制，也可能无法进行正确复制，这取决于MySQL的 版本，给定的备库可能会丢失二进制日志事件，或者重复执行事件，导致重复键错误（或 画> 者不可见的数据损坏）。也可能因为备库的互相竞争造成主库的负载升高。如果备库竞 争非常激烈，会导致错误日志在很短的时间内急剧增大。•

唯一的解决办法是小心设置备库的服务器IDO 一个比较好的办法是创建一个主库到备库 的服务器ID映射表，这样就可以跟踪到备库的ID信息注％如果备库全在一个子网络内， 可以将每台机器IP的后八位作为唯一 IDO

10.7.8未定义的服务器ID

如果没有在*my.cnf*里定义服务器ID,可以通过CHANGE MASTER TO来设置备库，但却无 法启动复制：

mysql> **START SLAVE;**

ERROR 1200 （HYOOO）: The server is not configured as slave; fix in config file or with CHANGE MASTER TO

这个报错可能会让人困惑，因为刚刚执行CHANGE MASTER TO设置了备库，并且通过 SHOW MASTER STATUS也确认了。执行SELECT @@server\_id也可以获得一个值，但这只 是默认值，必须为备库显式地设置服务器ID。

10.7.9对未复制数据的依赖性

如果在主库上有备库不存在的数据库或表，复制会很容易意外中断，反之亦然。假设主 库上有一个备库不存在的数据库，命名为scratch。如果在主库上发生对该数据库中表 的更新，备库会在尝试重放这些更新时中断。同样的，如果在主库上创建一个备库上已 存在的表，复制也可能中断。

没有什么好的解决办法，唯一的办法就是避免在主库上创建备库上没有的表。

注19：也许你想把它保存在服务器中，这不完全是玩笑，可以给ID列添加一个唯一索引。 这样的表是如何创建的呢？有很多可能的方式，其中一些可能更难防范。例如，假设先 在备库上创建一个数据库scratch,该数据库在主库上不存在，然后因为某些原因切换 了主备。当完成这些后，可能忘记了移除scratch数据库以及它的权限。这时候一些人 就可以连接到该数据库并执行一些査询，或者一些定期的任务会发现这些表，并在每个 表上执行OPTIMIZE TABLE命令。

当提升备库为主库时，或者决定如何配置备库时，需要注意这一点。任何导致主备不同 的行为都会产生潜在的问题。

10.7.10丢失的临时表

**<5021**

临时表在某些时候比较有用，但不幸的是，它与基于语句的复制方式是不相容的。如果 备库崩溃或者正常关闭，任何复制线程拥有的临时表都会丢失。重启备库后，所有依赖 于该临时表的语句都会失败。

当基于语句进行复制时，在主库上并没有安全使用临时表的方法。许多人确实很喜欢临 时表，所以很难去说服他们，但这是不可否认的注不管它们的存在多么短暂，都会使 得备库的启动和停止以及崩溃恢复变得困难，即使是在一个事务内使用也一样。(如果 在备库使用临时表可能问题会少些，但如果备库本身也是一个主库，问题依然存在。)

如果备库重启后复制因找不到临时表而停止，可能需要做以下一些事情：可以直接跳过 错误，或者手动地创建一个名字和结构相同的表来代替消失的临时表。不管用什么办法， 如果写入查询依赖于临时表，都可能造成数据不一致。

避免使用临时表没有看起来那么难，临时表主要有两个比较有用的特性：

* 只对创建临时表的连接可见。所以不会和其他拥有相同名字临时表的连接起冲突。
* 随着连接关闭而消失，所以无须显式地移除它们。

可以保留一个专用的数据库，在其中创建持久表，把它们作为伪临时表，以模拟这些特性。 只需要为它们选择一个唯一的名字。还好这很容易做到：简单地将连接ID拼接到表名之 后。例如，之前创建临时表的语句为：CREATE TEMPORARY TABLE top\_users(...),现在 则可以执行 CREATE TABLE temp.top\_users\_1234(...),其中 1234是函数 CONNECTION, ID()的返回值。当应用不再使用该伪临时表后，可以将其删除或使用一个清理线程 来将其移除。表名中使用连接ID可以用于确定哪些表不再被使用一一可以通过SHOW PROCESSLIST命令来获得活跃连接列表，并将其与表名中的连接ID相比较注”。

注**20：**我们已经有人尝试各种方法来解决这个问题，但对于基于语句的复制并没有安全的临时表创建方 法。起码一段时期是这样，不管你如何认为，起码我们已经证明了这是不可行的。

注**21 ：** *pt-find* 另一个**Percona Toolkit**工具 通过*-connection-id*和*-server-id*选项能够轻易地移除伪

临时表。

国〉使用实体表而非临时表还有别的好处。例如，能够帮助你更容易调试应用程序，因为可 以通过别的连接来査看应用正在维护的数据。如果使用的是临时表，可能就没这么容易 做到。

但是实体表可能会比临时表多一些开销，例如创建会更慢，因为为这些表分配的•斤小文 件需要刷新到磁盘。可以通过禁止sync\_frm选项来加速，但这可能会导致潜在的风险。

如果确实需要使用临时表，也应该在关闭备库前确保Slave\_open\_temp\_tables状态变量 值为0。如果不是0,在重启备库后就可能会出现问题。合适的流程是执行STOP SLAVE, 检査变量，然后再关闭备库。如果在停止复制前检査变量，可能会发生竞争条件的风险。

10.7.11不复制所有的更新

如果错误地使用SET SQL\_LOG\_BIN=0或者没有理解过滤规则，备库可能会丢失主库上已 经发生的更新。有时候希望利用此特性来做归档，但常常会导致意外并出现不好的结果。

例如，假设设置了 replicate\_do\_db规则，把sakila数据库的数据复制到某一台备库上。 如果在主库上执行如下语句，会导致主备数据不一致：

mysql> **USE test;**

mysql> **UPDATE sakila.actor ...**

其他类型的语句甚至会因为没有复制依赖导致备库复制抛出错误而失败。

10.7.12 InnoDB加锁读引起的锁争用

正常情况下，InnoDB的读操作是非阻塞的，但在某些情况下需要加锁。特别是在使用 基于语句的复制方式时，执行INSERT. . .SELECT操作会锁定源表上的所有行。MySQL 需要加锁以确保该语句的执行结果在主库和备库上是一致的。实际上，加锁导致主库上 的语句串行化，以确保和备库上执行的方式相符。

这种设计可能导致锁竞争、阻塞，以及锁等待超时等情况。一种缓解的办法就是避免让 事务开启太久以减少阻塞。可以在主库上尽快地提交事务以释放锁。

把大命令拆分成小命令，使其尽可能简短。这也是一种减少锁竞争的有效方法。即使有 [5M> 时很难做到，但也是值得的(使用Percona Toolkit中的*pt-archiver* I具会很简单)。

另一种方法是替换掉INSERT... SELECT语句，在主库上先执行SELECT INTO OUTFILE, 再执行LOAD DATA INFILEO这种方法更快，并且不需要加锁。这种方法很特殊，但有时 还是有用的。最大的问题是为输出文件选择一个唯一的名字，并在完成后清理掉文件。 可以通过之前讨论过的CONNECTION\_ID()来保证文件名的唯一性，并且可以使用定时任务（UNIX的*crontab.* .Windows平台的计划任务）在连接不再使用这些文件后进行自动 清理。

也可以尝试关闭上面的这种锁机制，而不是使用上面的变通方法。有一种方法可以做到， 但在大多数场景下并不是好办法，备库可能会在不知不觉间就失去和主库的数据同步。 这也会导致在做恢复时二进制日志变得毫无用处。但如果确实觉得这么做的利大于弊， 可以使用下面的办法来关闭这种锁机制：

# THIS IS NOT SAFE! innodb\_locks\_unsafe\_for\_binlog = 1

这使得查询的结果所依赖的数据不再加锁。如果第二条査询修改了数据并在第一条査询 之前先提交。在主库和备库上执行这两条语句的结果可能不相同。对于复制和基于时间 点的恢复都是如此。

为了了解锁定读取是如何防止混乱的，假设有两张表：一个没有数据，另一个只有一行 数据，值为99。有两个事务更新数据。事务1将第二张表的数据插入到第一张表，事务 2更新第二张表（源表），如图10・16所示。
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**O**初始状态

**O**事务**1** 使用共享锁执行 插入/查询

**❷**事务**2** 使用排他锁执行 更新被阻塞

**❸**事务**1**

提交并释放锁

❹事务**2**

继续执行并提交

图**10-16：**两个事务更新数据，使用共享锁串行化更新

第二步非常重要，事务2尝试去更新源表，这需要在更新的行上加排他锁（写锁）。排 他锁与其他锁是不相容的，包括事务1在行记录上加的共享锁。因此事务2需要等待直 到事务1完成。事务按照其提交的顺序在二进制日志中记录，所以在备库重放这些事务 时产生相同的结果。

但从另一方面来说，如果事务1没有在读取的行上加共享锁，就无法保证了。图10・17 显示了在没有锁的情况下可能的事件序列。

如果没有加锁，记录在日志中的事务顺序在主备上可能会产生不同的结果。MySQL会 先记录事务2,这会影响到事务1在备库上的结果，而主库上则不会发生，从而导致了 主备的数据不一致。
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图**10-17：**两个事务更新数据，但未使用共享锁来串行化更新

l~5Q5> 我们强烈建议在大多数情况下将innodb\_locks\_unsafe\_for\_binlog的值设置为0o基于 行的复制由于记录了数据的变化而非语句，因此不会存在这个问题。

10.7.13在主-主复制结构中写入两台主库

试图向两台主库写入并不是一个好主意。如果同时还希望安全地写入两台主库，会碰到 很多问题，有些问题可以解决，有些则很难。一个专业人员可能需要经历大量的教训才 能明白其中的不同。

在MySQL 5.0中，有两个变量可以用于帮助解决AUT0\_INCREMENT自增主键冲突的问题: auto increment increment 和 auto\_increment\_offset0 可以通过设置这两个变量来错 开主库和备库生成的数字，这样可以避免自增列的冲突。

但是这并不能解决所有由于同时写入两台主库所带来的问题；自增问题只是其中的一小

部分。而且这种做法也带来了一些新的问题：

* 很难在复制拓扑间做故障转移。 <5®

•由于在数字之间出现间隙，会引起键空间的浪费。

* 只有在使用了 AUTO\_INCREMENT主键的时候才有用。有时候使用AUT0\_INCREMENT列 作为主键并不总是好主意。

你也可以自己来生成不冲突的主键值。一种办法是创建一个多个列的主键，第一列使用 服务器ID值。这种办法很好，但却使得主键的值变得更大，会对IrmoDB二级索引键值 产生多重影响。

也可以使用只有一列的主键，在主键的高字节位存储服务器ID。简单的左移位(除法) 和加法就可以实现。例如，使用的是无符号BIGINT(64位)的高8位来保存服务器ID, 可以按照如下方法在服务器15上插入值11 :

mysql> **INSERT INTO test(pk\_col, ...) VALUES( (15 « 56) + 11,**・.・)；

如果想把结果转换为二进制，并将其填充为64位，其效果显而易见：

mysql> **SELECT LPAD(CONV(p<col, 10, 2), 64, 'O') FROM test;**

+ +

I LPAD(CONV(pk\_col, 10, 2), 64, '0') |

+ +

I 0000111100000000000000000000000000000000000000000000000000001011 I

该方法的缺点是需要额外的方式来产生键值，因为AUTO\_INCREMENT无法做到这一点。不 <5Q^ 要在INSERT语句中将常量15替换为@aserver\_id,因为这可能在备库产生不同的结果。

还可以使用MD50或UUIDO等函数来获取伪随机数，但这样做性能可能会很差，因为它 们产生的值较大，并且本质上是随机的，这尤其会影响到InnoDB (除非是在应用中产 生值，否则不要使用UUIDO,因为基于语句的复制模式下UUIDO不能正确复制)。

这个问题很难解决，我们通常推荐重构应用程序，以保证只有一个主库是可写的。谁能 想得到呢？

10.7.14过大的复制延迟

复制延迟是一个很普遍的问题。不管怎么样，最好在设计应用程序时能够让其容忍备库 出现延迟。如果系统在备库出现延迟时就无法很好地工作，那么应用程序也许就不应该 用到复制。但是也有一些办法可以让备库跟上主库。

MySQL单线程复制的设计导致备库的效率相当低下。即使备库有很多磁盘、CPU或者 内存，也会很容易落后于主库。因为备库的单线程通常只会有效地使用一个CPU和磁盘。 而事实上，备库通常都会和主库使用相同配置的机器。

备库上的锁同样也是问题。其他在备库运行的査询可能会阻塞住复制线程。因为复制是 单线程的，复制线程在等待时将无法做别的事情。

复制一般有两种产生延迟的方式：突然产生延迟然后再跟上，或者稳定的延迟增大。前 一种通常是由于一条运行很长时间的査询导致的，而后者即使在没有长时间运行的查询 时也会出现。

不幸的是，目前我们没那么容易确定备库是否接近其容量上限。正如之前提到的。如果 负载总是保持均匀的，备库在负载达到99%时和其负载在10%的时候表现的性能相同, 但一旦达到100%时就会突然开始产生延迟。但实际上负载不太可能很稳定，所以当备 库接近写容量时，就可能在尖峰负载时看到复制延迟的增加。

当备库无法跟上时，可以记录备库上的査询并使用一个日志分析工具找出哪里慢了。不 要依赖于自己的直觉，也不要基于查询在主库上的査询性能进行判断，因为主库和备库 性能特征很不相同。最好的分析办法是暂时在备库上打开慢査询日志记录，然后使用第 |~508> 3 章讨论的 *pt-query-digest* 工具来分析。如果打开了 log slow slave statements 选项,

在标准的MySQL慢査询日志能够记录MySQL 5.1及更新的版本中复制线程执行的语句, 这样就可以找到在复制时哪些语句执行慢了。Percona Server和MariaDB允许开启或禁 止该选项而无须重启服务器。

除了购买更快的磁盘和CPU （固态硬盘能够提供极大的帮助，详细参阅第9章），备库 没有太多的调优空间。大部分选项都是禁止某些额外的工作以减少备库的负载。一个简 单的办法是配置InnoDB,使其不要那么频繁地刷新磁盘，这样事务会提交得更快些。 可以通过设置innodb\_flush\_log\_at\_t「x\_commit的值为2来实现。还可以在备库上禁 止二进制日志记录，把innodb\_locks\_unsafe\_for\_binlog设置为1,并把MylSAM的 delay\_key\_write设置为ALL。但是这些设置以牺牲安全换取速度。如果需要将备库提升 为主库，记得把这些选项设置回安全的值。

不要重复写操作中代价较高的部分

重构应用程序并且/或者优化查询通常是最好的保持备库同步的办法。尝试去最小化系 统中重复的工作。任何主库上昂贵的写操作都会在每一个备库上重放。如果可以把工作 转移到备库，那么就只有一台备库需要执行，然后我们可以把写的结果回传到主库,例如， 通过执行 LOAD DATA INFILEO

这里有个例子，假设有一个大表，需要汇总到一个小表中用于日常的操作：

mysql> **REPLACE INTO main\_db.summary\_table (coll, col2, ...)**

**-> SELECT coll, sum(col2, ...)**

**-> FROM main\_db.enormous\_table GROUP BY coll;**

如果在主库上执行査询，每个备库将同样需要执行庞大的GROUP BY查询。当进行太多这 样的操作时，备库将无法跟上。把这些工作转移到一台备库上也许会有帮助。在备库上 创建一个特别保留的数据库，用于避免和从主库上复制的数据产生冲突。可以执行以下 査询：

mysql> **REPLACE INTO summary\_db.summary\_table (coll, ...)**

**-> SELECT** *coll,* **sum(col2^ ...)**

**-> FROM main\_db.enormous\_table GROUP BY coll;**

现在可以执行SELECT INTO OUTFILE,然后再执行LOAD DATA INFILE,将结果集加载到 主库中。现在重复工作被简化为LOAD DATA INFILE操作。如果有N个备库，就节约了 Ml次庞大的GROUP BY操作。

该策略的问题是需要处理陈旧数据。有时候从备库读取的数据和写入主库的数据很难保 持一致(下一章我们会详细描述这个问题)。如果难以在备库上读取数据，依然能够简 化并节省库备工作。如果分离査询的REPLACE和SELECT部分，就可以把结果返回给应用<3^ 程序，然后将其插入到主库中。首先，在主库执行如下査询：

mysql> **SELECT coll, sum(col2, ...) FROM main\_db.enormous\_table GROUP BY coll;**

然后为结果集的每一行重复执行如下语句，将结果插入到汇总表中:

mysql> **REPLACE INTO main\_db.summary\_table (coll, ...) VALUES (?, ?,...);**

这种方法再次避免了在备库上执行査询中的GROUP BY部分。将SELECT和REPLACE分离

后意味着査询的SELECT操作不会在每一台备库上重放。

这种通用的策略一一节约了备库上昂贵的写入操作部分一一在很多情况下很有帮助：计 算查询的结果代价很昂贵，但一旦计算出来后，处理就很容易。

在复制之外并行写入

另一种避免备库严重延迟的办法是绕过复制。任何在主库的写入操作必须在备库串行化。 因此有理由认为“串行化写入”不能充分利用资源。所有写操作都应该从主库传递到备 库吗？如何把备库有限的串行写入容量留给那些真正需要通过复制进行的写入？

这种考虑有助于对写入进行区分。特别是，如果能确定一些写入可以轻易地在复制之外 执行，就可以并行化这些操作以利用备库的写入容量。

一个很好的例子是之前讨论过的数据归档。OLTP归档需求通常是简单的单行操作。如 果只是把不需要的记录从一个表移到另一个表，就没有必要将这些写入复制到备库。可 以禁止归档査询记录到二进制日志中，然后分别在主库和备库上单独执行这些归档查询。

自己复制数据到另外一台服务器，而不是通过复制，这听起来有些疯狂，但却对一些应 用有意义，特别是如果应用是某些表的唯一更新源。复制的瓶颈通常集中在小部分表上。 如果能在复制之外单独处理这些表，就能够显著地加快复制。

为复制线程预取缓存

如果有正确的工作负载，就能通过预先将数据读入内存中，以受益于在备库上的并行I/O 所带来的好处。这种方式并不广为人知。大多数人不会使用，因为除非有正确的工作负 面〉载特性和硬件配置，否则可能没有任何用处。我们刚刚讨论过的其他几种变通方式通常

是更好的选择，并且有更多的方法来应用它们。但是我们知道也有小部分应用会受益于 数据预取。

有两种可行的实现方法。一种是通过程序实现，略微比备库SQL线程提前读取中继日志 并将其转换为SELECT语句执行。这会使得服务器将数据从磁盘加载到内存中，这样当

SQL线程执行到相应的语句时，就无须从磁盘读取数据。事实上，SELECT语句可以并行 地执行，所以可以加速SQL线程的串行I/Oo当一条语句正在执行时，下一条语句需要 的数据也正在从磁盘加载到内存中。

如果满足下面这些条件，预馭可能会有效：

* 复制SQL线程是I/O密集型的，但备库服务器并不是I/O密集型的。一个完全的I/O 密集型服务器不会受益于预取，因为它没有多余的磁盘性能来提供预取。
* 备库有多个硬盘驱动器，也许8个或者更多。
* 使用的是InnoDB引擎，并且工作集远不能完全加载到内存中。

一个受益于预读取的例子是随机单行UPDATE语句，这些语句通常在主库上高并发执行。

DELETE语句也可能受益于这种方法，但INSERT语句则不太可能会——尤其是当顺序插

入时一一因为前一次插入已经使索引“预热” 了。

如果表上有很多索引，同样无法预取所有将要被修改的数据。UPDATE语句可能需要更新 所有索引，但SELECT语句通常只会读取主键和一个二级索引。UPDATE语句依然需要去 读取其他索引的数据以进行更新。在多索引表上这种方法的效率会降低。

这种技术并不是“银弹”，有很多原因会导致其不能工作，甚至适得其反。只有在清楚 硬件和操作系统的状况时才能尝试这种方法。我们知道有些人利用这种办法将复制速度 提升了 300%到400%,但我们也尝试过很多次，并发现这种方法常常无法工作。正确地 设置参数非常重要，但并没有绝对正确的参数组合。

*mk-slave-prefetch*是Maatkit中的一款工具，该工具实现了本节所提到的预取策略。 *mk-slave-prefetch*本身有很多复杂的策略以保证其在尽可能多的场景下工作。但缺 点是它实在太复杂并且需要许多专业知识来使用。另一款工具是Anders Karlsson的 *slavereadahead* 工具, 可以从 *[http://sourceforge.net/projects/slavereadahead/](http://sourceforge.net/projects/slavereadahead/%e8%8e%b7%e5%be%97%e3%80%82)*[获得。](http://sourceforge.net/projects/slavereadahead/%e8%8e%b7%e5%be%97%e3%80%82)

另一种方法在写作本书时还正在开发中，它是在InnoDB内部实现的。它可以允许设置 事务为特殊的模式，以允许InnoDB执行“假”更新。因此可以使用一个程序来执行这 些假更新，这样复制线程就可以更快地执行真正的更新。我们已经在Percona Server中 为一个非常流行的互联网网络应用单独开发了该功能。可以去检査一下此特性现在的状 态，因为在本书出版时或许已经更新过了。

如果正在考虑这项技术，可以从一个熟悉其工作原理及可用选项的专家那里获得很好的 建议。这应该作为其他方案都不可行时最后的解决办法。

10.7.15来自主库的过大的包

另一个难以追踪的问题是主库的max\_allowed\_packet值和备库的不匹配。在这种情况下， 主库可能会记录一个备库认为过大的包。当备库获取到该二进制日志事件时，可能会碰 到各种各样的问题，包括无限报错和重试，或者中继日志损坏。

10.7.16受限制的复制带宽

如果使用受限的带宽进行复制，可以开启备库上的slave\_compressed\_protocol选项 （在MySQL 4.0及新版本中可用）。当备库连接主库时，会请求一个被压缩的连接——和 MySQL客户端使用的压缩连接一样。使用的压缩引擎是*zlib,*我们的测试表明它能将文 本类型的数据压缩到大约其原始大小的三分之一。其代价是需要额外的CPU时间，包括 在主库上压缩数据和在备库上解压数据。

如果主库和其备库间的连接是慢速连接，可能需要将分发主库和备库分布在同一地点。 这样就只有一台服务器通过慢速连接和主库相连，可以减少链路上的带宽负载以及主库 的CPU负载。

10.7.17磁盘空间不足

复制有可能因为二进制日志、中继日志或临时文件将磁盘撑满。特别是在主库上执行了 LOAD DATA INFILE査询并在备库开启了 log\_slave\_updates选项。延迟越严重，接收到 但尚未执行的中继日志会占用越多的磁盘空间。可以通过监控磁盘并设置relay\_log\_ space选项来避免这个问题。

国＞ 10.7.18复制的局限性

MySQL复制可能失败或者不同步，不管有没有报错，这是因为其内部的限制导致的。 大量的SQL函数和编程实践不能被可靠地复制（本章我们已经讨论了许多这样的例子）。 很难确保应用代码里不会出现这样或那样的问题，特别是应用或者团队非常庞大的时 候。注22

另外一个问题是服务器的Bug,虽然听起来很消极，但大多数MySQL的主版本都存在 着历史遗留的复制Bug。特别是每个主版本的第一个版本。诸如存储过程这样的新特性 常常会导致更多的问题。

MySQL复制非常复杂。应用程序越复杂，你就需要越小心。但是如果学会了如何使用, 复制会工作得很好。

10.8复制有多快

关于复制的一个比较普遍的问题是复制到底有多快？简单来讲，它与MySQL从主库复 制事件并在备库重放的速度一样快。如果网络很慢并且二进制日志事件很大，记录二进 制日志和在备库上执行的延迟可能会非常明显。如果査询需要执行很长时间而网络很快, 通常可以认为査询时间占据了更多的复制时间开销。

更完整的答案是计算每一步花费的时间，并找到应用中耗时最多的那一部分。一些读者 可能只关注主库上记录事件和将事件复制到中继日志的时间间隔。对于那些想了解更多 细节的读者，我们可以做一个快速的实验。

我们在本书的第一版详细描述了复制的过程和Giuseppe Maxia提供的测量高精度复制速

注22 :最近的MySQL版本没有forbid\_operations\_unsafe\_for\_replication选项，但它确实对一些不 安全的事情起到了警示，甚至拒茲。 ~ ~

度的方法注23。'我们创建了一个非确定性的用户自定义函数(UDF),以微秒精度返回系统 时间(源代码参阅前面的“用户定义函数”)：

mysql> **SELECT NOW\_USEC()**

+ +

| NOW\_USEC() |

+ +

| 2007-10-23 10:41:10.743917 |

+ +

首先将N0W\_USEC()函数的值插入到主库的一张表中，然后比较它在备库上的值，以此来 测量复制的速度。

为了测量延迟，我们在一台服务器上开启两个MySQL实例，以避免由于时钟引起的不 精确。我们将其中一个实例配置为另一个的备库，然后在主库实例上执行如下语句：

mysql> **CREATE TABLE test.lag\_test(**

**-> id INT NOT NULL AUTO\_INCREMENT PRIMARY KEY,**

**-> now.usec VARCHAR(26)~N0T NULL**

・> )；

mysql> **INSERT INTO test.lag\_test(now\_usec) VALUES( NOW\_USEC());**

我们使用的是VARCHAR列，因为MySQL内建的时间类型只能精确到秒(尽管一些 时间函数可以执行小于秒级别的计算)，剩下的就是比较主备的差异。这里我们使用 Federated表注⑦七在备库上执行：

mysql> **CREATE TABLE test.master\_val (**

**-> id INT NOT NULL AUTO\_INCREMENT PRIMARY KEY,**

**-> now usee VARCHAR(26)~NOT NULL**

-> )engTne=federated

**-> CONNECTIONS1mysql://user:pass@127.0.0.l/test/lag\_test1,;**

简单的关联和TIMESTAMPDIFFO函数可以微秒精度显示主库和备库上执行査询的延迟。

I

mysql> **SELECT** m・**id, TIMESTAMPDIFF(FRAC\_SECOND, tn.now^usec^ s.now.usec) AS usec\_lag**

**-> FROM test.lag\_test as s**

**-> INNER JOIN~test.master\_val AS m USING(id);**

+ + +

I id I usec\_lag |

+----+ +

I 1 I 476 I

我们使用Perl脚本向主库中插入1 000行数据，每个插入间有10毫秒的延时，以避免主 备实例竞争CPU时间。然后创建一个临时表来存储每个事件的延迟：

注 **23 :** 查看 *[http://datacharmerblogspot.com/2006/04/measuring-replication-speed.html](http://datacharmerblogspot.com/2006/04/measuring-replication-speed.htmlo)[o](http://datacharmerblogspot.com/2006/04/measuring-replication-speed.htmlo)* 注**24 :**顺便说一下，这也是一些作者唯 次使用**Federated**存储引擎。

mysql> **CREATE TABLE test.lag AS**

**> SELECT TIMESTAMPDIFF(FRAC\_SECOND, m.now\_usec, s.now^usec) AS lag**

**-> FROM test.master val AS m**

**-> INNER JOIN test.lag\_.test as s USING(id);**

接着根据延迟时间分组，可以看到最常见的延迟时间是多少：

mysql> **SELECT ROUND(lag / 1000000.0^ 4) \* 1000 AS msec^lag, COUNT(\*)**

**-> FROM lag ~**

**-> GROUP BY msec\_lag**

**-> ORDER BY msec\_lag;**

+ ---+ +

I msec\_lag | COUNT(\*) |

+ + +

I 0.1000 I

392 |

468 |

75 |

32 |

15 I

9 I

2 I

2 I

1 I

1 I

1 I

I 0.2000 I

I 0.3000 I

I 0.4000 I

I 0.5000 I

I 0.6000 I

I 0.7000 I

I 1.3000 I

I 1.4000 I

I 1.8000 I

I 4.6000 I

I 6.6000 I

I 24.3000 I

+ +•

结果显示大多数小査询在主库上的执行时间和备库上的执行时间间隔大多数小于0.3毫 秒。

复制过程中没有计算的部分是事件在主库上记录到二进制日志后需要多长时间传递到备 库。有必要知道这一点，因为备库越快接收到日志事件越好。如果.备库已经接收到了事件， 它就能在主库崩潰时提供一个拷贝。

尽管我们的测量结果没有精确地显示这部分需要多长时间，但理论上非常快(例如，仅 仅受限于网络速度)。MySQL二进制日志转储线程并没有通过轮询的方式从主库请求事 件，而是由主库来通知备库新的事件，因为前者低效且缓慢。从主库读取一个二进制日 志事件是一个阻塞型网络调用，当主库记录事件后，马上就开始发送。因此可以说，只 要复制线程被唤醒并且能够通过网络传输数据，事件就会很快到达备库。

10.9 MySQL复制的高级特性

Oracle对MySQL'5.5的复制有着明显的改进。更多的特性还在开发中，MySQL 5.6将包 含这些新特性。一些改进使得复制更加强健，例如，增加了多线程(并行)复制以减少 当前单线程复制的瓶颈。另外，还有一些改进增加了一些高级特性，使得复制更加灵活

并可控亂我们不会描述太多尚未GA的功能，但会讨论一些MySQL 5.5关于复制的改进。

第一个是半同步复制，基于Google多年前所做的工作。这是自MySQL 5.1引入行复制＜3回 后最大的改进。它可以帮助你确保备库拥有主库数据的拷贝，减少了潜在的数据丢失危 险。

半同步复制在提交过程中增加了一个延迟：当提交事务时，在客户端接收到查询结束反 馈前必须保证二进制日志已经传输到至少一台备库上。主库将事务提交到磁盘上之后会 增加一些延迟。同样的，这也增加了客户端的延迟，因此其执行大量事务的速度不会比 将这些事务传递给备库的速度更快。

关于半同步，有一些普遍的误解，下面是它不会去做的：

* 在备库提示其已经收到事件前，会阻塞主库上的事务提交。事实上在主库上已经完

成事务提交，只有通知客户端被延迟了。•

* 直到备库执行完事务后，才不会阻塞客户端。备库在接收到事务后发送反馈而非完 成事务后发送。
* 半同步不总是能够工作。如果备库一直没有回应已收到事件，会超时并转化为正常 的异步复制模式。

尽管如此，这仍然是一个很好用的工具，有助于确保备库提供更好的冗余度和持久性。

在性能方面，从客户端的角度来看，增加了事务提交的延时，延时的多少取决于网络传 输，数据写入和刷新到备库磁盘的时间（如果开启了配置）以及备库反馈的网络时间。

听起来似乎这是累加的，但测试证明这些几乎是不重要的，也许延迟是由其他原因引起 的。Giuseppe Maxia发现每次提交大约延时200微秒注气 对于小事务开销可能会比较明 显，这也是预期中的。

事实上半同步复制在某些场景下确实能够提供足够的灵活性以改善性能，在主库关闭 sync\_binlog的情况下保证更加安全。写入远程的内存（一台备库反馈）比写入本地的 磁盘（写入并刷新）要更快。Henrik Ingo运行了一些性能测试表明，使用半同步复制 相比在主库上进行强持久化的性能有两倍的改善注26。在任何系统上都没有绝对的持久 化一一只有更加高的持久化层次——并且看起来半同步复制应该是一种比其他替代方案＜513 开销更小的系统数据持久化方法。

除了半同步复制，MySQL 5:5还提供了复制心跳，保证备库一直与主库相联系，避免悄 无声息地断开连接。如果出现断开的网络连接，备库会注意到丢失的心跳数据。当使用

注 25 ： 参阅 *<http://datacharmer>. blogspot, com/2011/05/price-of^safe-data-benchmarking-semi. htmlo*

注 26 ： 参阅 *<http://openlife.cc/blogs/2011/may/drbd-and-semi-sync-shootout-large-servero>*

基于行的复制时，还提供了一种改进的能力来处理主库和备库上不同的数据类型。有几 个选项可以用于配置复制元数据文件是如何刷新到磁盘以及在一次崩溃后如何处理中继 日志，减少了备库崩溃恢复后出现问题的概率。

我们还没有看到MySQL 5.5对复制的改进大规模地在生产环境进行部署，因此还需要进 行更多的研究。

除了上面提到的，这里简要地列出其他一些改进，包括MySQL以及第三方分支，例如 Percona Server 以及 MariaDB :

* Oracle在MySQL 5.6实验室版本和开发里程碑版本中有许多的改进。

—事务复制状态，即使崩溃也不会导致元数据失去同步（Percona Server和 MariaDB已经以别的形式实现了）。

* 二进制日志的checksum值，用于检测中继日志中损坏的事件。
* 备库延迟复制，用于替代Percona Toolkit中的*pt-slave-delay*工具。
* 允许基于行的二进制日志事件也包含在主库执行的SQLO

—实现多线程复制（并行复制）。

* MySQL5.6、Percona Server, Facebook 以及 MariaDB 提供了三种修复方法解决 了 MySQL 5.0 引入的 GROUP COMMIT 的问题。

10.10其他复制技术

MySQL内建的复制并不是将数据从一台服务器复制到另外一台服务器的唯一办法，尽 管大多数时候是最好的办法。（与PostgreSQL相比,MySQL并没有大量附加的复制选项, 可能是因为复制功能在早期就已经引入了）。

我们已经讨论了 MySQL复制的一些扩展技术，如Oraclp GoldenGate,但对大多数工 具我们都不熟悉，因此无法讨论太多。但是有两个我们需要指出来，第一个是Percona XtraDB Cluster的同步复制，我们会在第12章介绍，因为它比较适合在高可用性这一 章讲述。另一个是 Continuent 的 Tungsten Replicator *{[http://code.google.com/p/tungsten- replicator/）](http://code.google.com/p/tungsten-replicator/%ef%bc%89) o*

I 517 > Tungsten是一个用Java编写的开源的中间件复制产品。它的功能和Oracle GoldenGate 类似，并且看起来在未来发布的版本中将逐步增加许多复杂的特性。在写作本书时，它 已经提供了一些特性，例如，在服务器间复制数据、自动数据分片、在备库并发执行更 新（多线程复制）、当主库失败时提升备库、跨平台复制，以及多源复制（多个复制源 到一个目标）。它是Tungsten数据库clustering suite的开源版本。

Tungsten同样实现了多主库集群，可以把写入指向集群中任意一台服务器。这种架构的 实现通常都包含冲突发现与解决。这一点很难做到，并且不总是需要的。Tungsten的 实现稍微做了点限制，不是所有的数据都能在所有的节点写入，每个节点被标记为记录 系统，以接收特定的数据。例如，在西雅图的办公室可以拥有并写入它的数据，然后复 制到休斯敦和巴尔的摩。在休斯敦和巴尔的摩本地可以实现低延迟读数据，但在这里 Tungsten不允许写入数据，这样数据冲突就不存在了。当然休斯敦和巴尔的摩可以更新 它们自己的数据，并被复制到其他地点。这种“记录系统”方案解决了人们需要在环形 结构中频繁调整内建MySQL复制的问题。我们之前讨论的环形复制还远远不够安全或 强健。

Tungsten Replicator不仅仅是嵌入或管理MySQL复制，而是直接替代它。它通过读取主 库的二进制日志来获得数据更新，那里正是内建MySQL复制工作结束的地方，然后由 Tungsten Replicator接管。它读取二进制日志，并抽取出事务，然后在备库执行它们。

该过程比MySQL复制本身有更丰富的功能集。实际上，Tungsten Replicator是第一个提 供MySQL并行复制支持的。虽然我们还没有看到其被应用到生产环境中，但它声称能 够提供最多三倍的复制速度改善，具体取决于负载特性。基于该架构以及我们对该产品 的了解，这看起来是可信的。

以下是关于Tungsten Replicator中值得欣赏的部分：

* 它提供了内建的数据一致性检査。
* 提供了插件特性，因此你可以编写自己的函数。MySQL的复制源代码非常难以理解 并且很难去修改。即使非常聪明的程序员在试图修改时，也会引入新的Bug。因而 能有种途径去修改复制而无须修改MySQL的复制代码，是非常理想的。
* 拥有全局事务ID,能够帮助你了解每个服务器相互之间的状态而无须去匹配二进制 日志名和偏移量。
* 它是一个高可用的解决方案，能够快速地将一台备库提升为主库。
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* 提供异构数据复制（例如，在MySQL和PostgreSQL之间或者MySQL和Oracle之间）。
* 支持不同版本的MySQL复制，以防止MySQL复制不能反向兼容。这对某些升级的 场景非常有用。当升级运行得不理想时，你可能无法设计一个可行的回滚方案，或 者必须升级服务器到一个并不是你期望的版本。
* 并行复制的设计非常适用于共享应用程序或多任务应用程序。
* Java应用能够明确地写入主库并从备库读取。
* 得益于Giuseppe Maxia作为QA主管的大量工作，现在比以往更加简单并且更加容 易配置和管理。

以下是它的一些缺点：

* 它比内建的MySQL复制更加复杂，有更多可变动的地方需要配置和管理，毕竟它 是一个中间件。
* 在你的应用栈中需要多学习和理解一个新的工具。
* 它并不像内建的MySQL复制那样轻量级，并且没有同样的性能。使用Tungsten Replicator进行单线程复制比MySQL的单线程复制要慢。
* 作为MySQL复制并没有经过广泛的测试和部署，所以Bug和问题的风险很高。

总而言之，我们很高兴Tungsten Replicator是可用的，并且在积极的开发中，稳定地释 放新的特性和功能。拥有一个可替代内建MySQL复制的选择，这非常棒，使得MySQL 能够适用于更多的应用场景，并且足够灵活，能够满足内建的MySQL复制可能永远无 法满足的需求。

10.11总结

MySQL复制是其内建功能中的“瑞士军刀”，显著增加了 MySQL的功能和可用性。事 实上这也是MySQL这么快就如此流行的关键原因之一。

尽管复制有许多限制和风险，但大多数相对不重要或者对大多数用户而言是可以避免的。 许多缺点只在一些高级特性的特殊行为中，这些特性对少数需要的人而言是有帮助的， 但大多数人并不会用到。

项正因为复制提供了如此重要和复杂的功能，服务器本身不提供所有其他你需要的功能， 例如，配置、监控、管理和优化。第三方工具可以很好地帮助你。虽然可能有失偏颇， 但我们认为最值得关注的工具一定是Percona Toolkit和Percona XtraBackup,它们能够 很好地改进你对复制的使用。在使用别的工具前，建议你先检査它们的测试集合，如果 没有正式的、自动化的测试集合，在将其应用到你的数据之前请认真考虑。

对于复制，应该铭记K.LS.S注27原则。不要按照想象做事，例如，使用环形复制、黑洞表 或者复制过滤，除非确实有需要。使用复制简单地去镜像一份完整的数据拷贝，包括所 有的权限。在各方面保持你的主备库相同可以帮助你避免很多问题。

谈到保持主库和备库相同，这里有一个简短但很重要的列表告诉你在使用复制的时候需 要做什么：

* 使用Percona Toolkit中的*pt-table-checksum*以确定备库是主库的真实拷贝。
* 监控复制以确定其正在运行并且没有落后于主库。

注**27 : Keep It Simple, Schwartz!**总之一些人认为这是**K.LS.S**的含义。

* 理解复制的异步本质，并且设计你的应用以避免或容忍从备库读取脏的数据。
* 在一个复制拓扑中不要写入超过一个服务器，把备库配置为只读，并降低权限以阻 止对数据的改变。
* 打开本章所讨论的那些明智并且安全的设置。

正如我们将要在第12章讨论的，复制失败是MySQL故障时间中最普遍的原因之一。 为了避免复制的问题，阅读第12章，并尝试应用其给予的建议。你同样也应该通读 MySQL手册中关于复制的章节,并了解复制如何工作以及如何去管理它。如果乐于阅读, Charles Bell et al.所著的 *MySQL High Availability* (CTReilly) 一书中有许多关于复制内 部的有用信息。但你依然需要阅读手册！

第**11**章@

可扩展的MySQL

本章将展示如何构建一个基于MySQL的应用，并且当规模变得越来越庞大时，还能保 证快速、高效并且经济。

有些应用仅仅适用于一台或少数几台服务器，那么哪些可扩展性建议是和这些应用相关 的呢？大多数人从不会维护超大规模的系统，并且通常也无法效仿在主流大公司所使用 的策略。来章会涵盖这一系列的策略。我们已经建立或者协助建立了许多应用，包括从 单台或少量服务器的应用到使用上千台服务器的应用。选择一个合适的策略能够大大地 节约时间和金钱。

MySQL经常被批评很难进行扩展，有些情况下这种看法是正确的，但如果选择正确的 架构并很好地实现，就能够非常好地扩展MySQL0但是扩展性并不是一个很好理解的 主题，所以我们先来理清一些容易混淆的地方。

**11.1**什么是可扩展性

人们常常把诸如“可扩展性”、“高可用性”以及“性能”等术语在一些非正式的场合用 作同义词;但事实上它们是完全不同的。在第3章已经解释过，我们将性能定义为响应 时间。我们也可以很精确地定义可扩展性，稍后将完整讨论。简要地说，可扩展性表明 了当需要播加资源以执行更多工作时系统能够获得划算的等同提升(equal bang for the buck)的能力。缺乏扩展能力的系统在达到收益递减的转折点后,将无法进一步增长。

容量是一个和可扩展性相关的概念。系统容量表示在一定时间内能够完成的工作量注 但容量必须是可以有效利用的。系统的最大吞吐量并不等同于容量。大多数基准测试能 <522]

注**1：** 从物理学来看，单位时间内做的功称为功率**(power),**而在计算机领域，**“power"**是一个被反复

使用的术语，含义模糊，因此应避免使用它。但是关于容量的精确定义是系统的最大功率输出。 够衡量一个系统的最大吞吐量，但真实的系统一般不会使用到极限。如果达到最大吞吐 量，则性能会下降，并且响应时间会变得不可接受地大且非常不稳定。我们将系统的真 实容量定义为在保证可接受的性能的情况下能够达到的吞吐量。这就是为杵么基准测试 的结果通常不应该简化为一个单独的数字。

容量和可扩展性并不依赖于性能。以高速公路上的汽车来类比的话：

* 性能是汽车的时速。
* 容量是车道数乘以最大安全时速。
* 可扩展性就是在不减慢交通的情况下，能增加更多车和车道的程度。

在这个类比中，可扩展性依赖于多个条件：换道设计得是否合理、路上有多少车抛锚或 者发生事故，汽车行驶速度是否不同或者是否频繁变换车道一但一般来说和汽车的引 擎是否强大无关。这并不是说性能不重要，性能确实重要，只是需要指出，即使系统性 能不是很高也可以具备可扩展性。

从较高层次看，可扩展性就是能够通过增加资源来提升容量的能力。

即使MySQL架构是可扩展的，但应用本身也可能无法扩展，如果很难增加容量，不管 原因是什么，应用都是不可扩展的。之前我们从吞吐量方面来定义容量，但同样也需要 从较高的层次来看待容量问题。从有利的角度来看，容量可以简单地认为是处理负载的 能力，从不同的角度来考虑负载很有帮助。

数据量

应用所能累积的数据量是可扩展性最普遍的挑战，特别是对于现在的许多互联网应 用而言，这些应用从不删除任何数据。例如社交网站，通常从不会删除老的消息或 评论。

用户量

即使每个用户只有少量的数据，但在累计到一定数量的用户后，数据量也会开始不 成比例地增长且速度快过用户数增长。更多的用户意味着要处理更多的事务,并且 事务数可能和用户数不成比例。最后，大量用户（以及更多的数据）也意味着更多 复杂的查询,特别是查询跟用户关系相关时（用户间的关联数可以用A/x（/V-l）来计算， 这里/V表示用户数）。

用户活跃度

.不是所有的用户活跃度都相同，并且用户活跃度也不总是不变的。如果用户突然变 得活跃，例如由于增加了一个吸引人的新特性，那么负载可能会明显提升。用户活

跃度不仅仅指页面浏览数，即使同样的页面浏览数，如果网站的某个需要执行大量<523] 工作的部分变得流行，也可能导致更多的工作。另外，某些用户也会比其他用户更 活跃：他们可能比一般人有更多的朋友、消息和照片。

相关数据集的大小

如果用户间存在关系，应用可能需要在整个相关联用户群体上执行査询和计算，这 比处理一个一个的用户和用户数据要复杂得多。社交网站经常会遇到由那些人气很 旺的用户组或朋友很多的用户所带来的挑战注2。

11.1.1正式的可扩展性定义

有必要探讨一下可扩展性在数学上的定义了，这有助于在更高层次的概念上清晰地理解 可扩展性。如果没有这样的基础，就可能无法理解或精确地表达可扩展性。不过不用担心， 这里不会涉及高等数学，即使不是数学天才，也能够很直观地理解它。

关键是之前我们使用的短语：“划算的等同提升(equal bang for the buck)wo另一种说法 是，可扩展性是当增加资源以处理负载和增加容量时系统能够获得的投资产出率(ROI)。

假设有一个只有一台服务器的系统，并且能够测量它的最大容量，如图11・1所示。
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图**11-1：** 一个只有一台服务器的系统

假设现在我们增加一台服务器，系统的能力加倍，如图11・2所示。 <M]

注**2 : Justin Bieber,**我们仍然爱你!
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图**11-2：** 一个线性扩展的系统能由两台服务器获得两倍容量

这就是线性扩展。我们增加了一倍的服务器，结果增加了一倍的容量。大部分系统并不 是线性扩展的，而是如图11・3所示的扩展方式。
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图**11-3：** 一个非线性扩展的系统

大部分系统都只能以比线性扩展略低的扩展系数进行扩展。越高的扩展系数会导致越大 的线性偏差。事实上，多数系统最终会达到一个最大吞吐量临界点，超过这个点后增加

投入反而会带来负回报——继续增加更多工作负载，实际上会降低系统的吞吐量。注3

这怎么可能呢？这些年产生了许多可扩展性模型，它们有着不同程度的良好表现和实 用性。我们这里所讲的可扩展性模型是基于某些能够影响系统扩展的内在机制。这就 是 Neil J. Gunther 博士提出的通用可扩展性定律(Universal Scalability Law, USL)O Gunther博士将这些详尽地写到了他的书中，包括 *Guerrilla Capacity Planning* (Springer) o 这里我们不会深入到背后的数学理论中，如果你对此感兴趣，他撰写的书籍以及由他的 公司Performance Dynamics提供的训练课程可能是比较好的资源。注'

简而言之，USL说的是线性扩展的偏差可通过两个因素来建立模型：无法并发执行的一 部分工作，以及需要交互的另外一部分工作。为第一个因素建模就有了著名的Amdahl 定律，它会导致吞吐量趋于平缓。如果部分任务无法并行，那么不管你如何分而治之， 该任务至少需要串行部分的时间。

增加第二个因素 内部节点间或者进程间的通信 到Amdahl定律就得出了 USLO 这种通信的代价取决于通信信道的数量，而信道的数量将按照系统内工作者数量的二次 方增长。因此最终开销比带来的收益增长得更快，这是产生扩展性倒退的原因。图11・4 阐明了目前讨论到的三个概念：线性扩展、Amdahl扩展，以及USL扩展。大多数真实 系统看起来更像USL曲线。

USL可以应用于硬件和软件领域。对于硬件，横轴表示硬件的数量，例如服务器数量或 CPU数量。每个硬件的工作量、数据大小以及査询的复杂度必须保持为常量注％对于软件, 横轴表示并发度，例如用户数或线程数。每个并发的工作量必须保持为常量。

有一点很重要，USL并不能完美地描述真实系统，它只是一个简化模型。但这是一个很 好的框架，可用于理解为什么系统增长无法带来等同的收益。它也揭示了一个构建高可 扩展性系统的重要原则：在系统内尽量避免串行化和交互。

可以衡量一个系统并使用回归来确定串行和交互的量。你可以将它作为容量规划和性能 预测评估的最优上限值。也可以检査系统是怎么偏离USL模型的，将其作为最差下限值 以指出系统的哪一部分没有表现出'它应有的性能。这两种情况下，USL给出了一个讨论 可扩展性的参考。如果没有USL,那即使盯着系统看也无法知道期望的结果是什么。如

注**3：** 事实上，“投资产出率”也可以从金融投资的角度来考虑。将一个组件的容量升级到两倍所需要付 出的常常不止是最初开销的两倍。虽然在现实世界里我们常常这么考虑，但在讨论中会将其忽略掉, 因为它会使一个已经复杂的主题变得更加复杂。

注 **4 :** 你也可以阅读我们的白皮书 *^Forecasting MySQL Scalability with the Universal Scalability Law"*,该 书扼要地总结了 **USL**中的数学运算和法则，可以从*http://www.percona.com*获得。

注**5：** 现实中很难精确定义硬件的可扩展性，因为当你改变你的系统中的服务器数量时很难保证那些变 量不变。

果想深入了解这个主题，最好去看一下对应的书籍。Gunther博士已经写得很清楚，因 此我们不会再深入讨论下去。
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图**11-4：**线性扩展、**Amdahl**扩展以及**USL**扩展定律

国〉另外一个理解可扩展性问题的框架是约束理论，它解释了如何通过减少依赖事件和统计 变化(statistical variation)来改进系统的吞吐量和性能。这在Eliyahu M. Goldratt所撰 写的*The Goal* (North River) 一书中有描述，其中有一个关于管理制造业设备的延伸的 比喻。尽管这看起来和数据库服务器没有什么关联，但其中包含的法则和排队理论以及 其他运筹学方面是一样的。

扩展模型不是最终定论

虽然有许多理论，但在现实中能做到何种程度呢？正如牛顿定律被证明只有远低于 光速时才合理，那些“扩展性定律”也只是在某些场景下才能很好工作的简化模型。 有一种说法认为所有的模型都是错误的，但有一些模型还是有用的，特别是**USL** 能够帮助理解一些导致扩展性差的因素。

当工作负载和其所运行的系统存在微妙的关系时，**USL**理论可能失效。例如，一 个**USL**无法很好建模的常见情况是：当集群的总内存由于数据集大小而发生改变 时，也会导致系统的行为发生变化。**USL**不允许比线性更好的可扩展性，但现实 中可能会发生这样的事情：增加系统的资源后，原来一部分**I/O**密集型的工作变成 了纯内存工作，因此获得了超过线性的性能扩展。

还有一些情况，**USL**无法很好描述系统行为。当系统或数据集大小改变时算法的 复杂度可能改变，类似这样的情况下可能就无法建立模型**(USL**由**0(1)**复杂度和 **0(")**复杂度两部分构成，那么对于诸如**0(log/V)**或者**0(/VlogA/)**这样复杂度的部分 呢？)。根据一些思考和实际经验，我们可以将**USL**扩展以覆盖这些比较普遍的场 景中的一部分。但这会将一•个简单并且有用的模型变得复杂并难以使用。事实上， 它在**＞1**艮多情况下都是彳艮好的，足以为你所能想象到的系统行为建立模型。这也是为 什么我们发现它是在正确性和有效性之间的一个**＞1**艮好的妥协。

简单地说：有保留地使用模型，并且在使用中验证你的发现。

11.2 扩展 MySQL

如果将应用所有的数据简单地放到单个**MySQL**服务器实例上，则无法很好地扩展，迟 早会碰到性能瓶颈。对于许多类型的应用，传统的解决方法是购买更多强悍的机器，也 就是常说的“垂直扩展”或者“向上扩展”。另外一个与之相反的方法是将任务分配到 多台计算机上，这通常被称为“水平扩展”或者“向外扩展”。我们将讨论如何联合使 用向上扩展和向外扩展的解决方案，以及如何使用集群方案来进行扩展。最后，大部分 应用还会有一些很少或者从不需要的数据，这些数据可以被清理或归档。我们将这个方 案称为“向内扩展”，这么取名是为了和其他策略相匹配。

11.2.1规划可扩展性

人们通常只有在无法满足增加的负载时才会考虑到可扩展性，具体表现为工作负载从 **CPU**密集型变成**I/O**密集型，并发査询的竞争，以及不断增大的延迟。主要原因是査询 的复杂度增加或者内存中驻留着一部分不再使用的数据或者索引。你可能看到一部分类 型的査询发生改变，例如大的査询或者复杂査询常常比那些小的査询更影响系统。

如果是可扩展的应用，则可以简单地增加更多的服务器来分担负载，这样就没有性能问 题了。但如果不是可扩展的，你会发现自己将遭遇到无穷无尽的问题。可以通过规划可 扩展性来避免这个问题。

规划可扩展性最困难的部分是估算需要承担的负载到底有多少。这个值不一定非常精确， 但必须在一定的数量级范围内。如果估计过高，会浪费开发资源。但如果低估了，则难 以应付可能的负载。

另外还需要大致正确地估计日程表——也就是说，需要知道底线在哪里。对于一些应用， 一个简单的原型可以很好地工作几个月，从而有时间去筹资建立一个更加可扩展的架构。 对于其他的一些应用，你可能需要当前的架构能够为未来两年提供足够的容量。

以下问题可以帮助规划可扩展性:

* 应用的功能完成了多少？许多建议的可扩展性解决方案可能会导致实现某些功能变 得更加困难。如果应用的某些核心功能还没有开始实现，就很难看出如何在一个可 扩展的应用中实现它们。同样地，在知道这些特性如何真实地工作之前也很难决定 使用哪一种可扩展性解决方案。
* 预期的最大负载是多少？应用应当在最大负载下也可以正常工作。如果你的网站和 Yahoo! News或者Slashdot的首页一样，会发生什么呢？即使不是很热门的网站, 也同样有最高负载。比如，对于一个在线零售商，假日期间——尤其是在圣诞前的 几个星期一一通常是负载达到巅峰的时候。在美国，情人节和母亲节前的周末对于 在线花店来说也是负载高峰期。
* 如果依赖系统的每个部分来分担负载，在某个部分失效时会发生什么呢？例如，如 果依赖备库来分担读负载，当其中一个失效时，是否还能正常处理请求？是否需要 禁用一些功能？可以预先准备一些空闲容量来防范这种问题。

11.2.2为扩展赢得时间

在理想情况下，应该是计划先行、拥有足够的开发者、有花不完的预算，等等。但现实 中这些情况会很复杂，在扩展应用时常常需要做一些妥协，特别是需要把对系统大的改 [529＞动推迟一段时间再执行。在深入MySQL扩展的细节前，以下是一些可以做的准备工作：

优化性能

很多时候可以通过一个简单的改动来获得明显的性能提升，例如为表建立正确的索 弓I或从MylSAM切换到InnoDB存储引擎。如果遇到了性能限制，可以打开查询日 志进行分析，详情请参阅第3章。

在修复了大多数主要的问题后，会到达一个收益递减点，这时候提升性能会变得越 来越困难。每个新的优化都可能耗费更多的精力但只有很小的提升，并会使应用更 加复杂。

购买性能更强的硬件

升级或增加服务器在某些场景下行之有效，特别是对处于软件生命周期早期的应用， 购买更多的服务器或者增加内存通常是个好办法。另一个选择是尽量在一台服务器 上运行应用程序。比起修改应用的设计，购买更多的硬件可能是更实际的办法，特 别是时间紧急并且缺乏开发者的时候。

如果应用很小或者被设计为便于利用更多的硬件，那么购买更多的硬件应该是行之有效 的办法。对于新应用这是很普遍的，因为它们通常很小或者设计合理。但对于大型的旧 应用，购买更多硬件可能没什么效果，或者代价太高。服务器从1台增加到3台或许算 不了什么，但从100台增加到300台就是另外一回事了一一代价非常昂贵。如果是这样， 花一些时间和精力来尽可能地提升现有系统的性能就很划算。

11.2.3向上扩展

向上扩展（有时也称为垂直扩展）意味着购买更多性能强悍的硬件，对很多应用来说这 是唯一需要做的事情。这种策略有很多好处。例如，单台服务器比多台服务器更加容易 维护和开发，能显著节约开销。在单台服务器上备份和恢复应用同样很简单，因为无须 关心一致性或者哪个数据集是权威的。当然，还有一些别的原因。从复杂性的成本来说， 向上扩展比向外扩展更简单。

向上扩展的空间其实也很大。拥有0.5TB内存、32核（或者更多）CPU以及更强悍I/O 性能的（例如PCIe卡的flash存储）商用服务器现在很容易获得。优秀的应用和数据库 设计，以及很好的性能优化技能，可以帮助你在这样的服务器上建立一个MySQL大型 <53T] 应用。

在现代硬件上MySQL能扩展到多大的规模呢？尽管可以在非常强大的服务器上运行， 但和大多数数据库服务器一样，在增加硬件资源的情况下MySQL也无法很好地扩展 （非常奇怪！ ）o为了更好地在大型服务器上运行MySQL, 一定要尽量选择最新的版本。 由于内部可扩展性问题，MySQL 5.0和5.1在大型硬件里的表现并不理想。建议使用 MySQL 5.5或者更新的版本，或者Percona Server 5.1及后续版本。即便如此，当前合理 的“收益递减点”的机器配置大约是256GB RAM, 32核CPU以及一个PCIe flash驱动 器。如果继续提升硬件的配置，MySQL的性能虽然还能有所提升，但性价比就会降低， 实际上，在更强大的系统上，也可以通过运行多个小的MySQL实例来替代单个大实例， 这样可以获得更好的性能。当然，机器配置的变化速度非常快，这个建议也许很快就会 过时了。

向上扩展的策略能够顶一段时间，实际很多应用是不会达到天花板的。但是如果应用变 得非常庞大注6,向上扩展可能就没有办法了。第一个原因是钱，无论服务器上运行什么 注**6 :** 我们避免使用措辞**“web**扩展 **（web scale）,**因为它已经变得毫无意义，参阅*<http://www.xtranormal>. com/ watch/6995033/o* 样的软件，从某种角度来看，向上扩展都是个糟糕的财务决策，当超出硬件能够提供的 最优性价比时，就会需要非同寻常的特殊配置的硬件,这样的硬件往往非常昂贵。这意 味着能向上扩展到什么地步是有实际的限制的。如果使用了复制，那么当主库升级到高 端硬件后，一般是不太可能配置出一台能够跟上主库的强大备库的。一个高负载的主库 通常可以承担比拥有同样配置的备库更多的工作，因为备库的复制线程无法高效地利用 多核CPU和磁盘资源。

最后，向上扩展不是无限制的，即使最强大的计算机也有限制。单服务器应用通常会首 先达到读限制，特别是执行复杂的读査询时。类似这样的査询在MySQL内部是单线程的， 因此只能使用一个CPU,这种情况下花钱也无法提升多少性能。即使购买最快的CPU 也仅仅会是商用CPU的几倍速度。增加更多的CPU或CPU核数并不能使慢查询执行得 更快。当数据变得庞大以至于无法有效缓存时，内存也会成为瓶颈，这通常表现为很高 的磁盘使用率，而磁盘是现代计算机中最慢的部分。

无法使用向上扩展最明显的场景是云计算。在大多数公有云中都无法获得性能非常强的 服务器，如果应用肯定会变得非常庞大，就不能选择向上扩展的方式。在第13章我们 会深入这个话题。

国〉因此，我们建议，如果系统确实有可能碰到可扩展性的天花板，并且会导致严重的业务 问题，那就不要无限制地做向上扩展的规划。如果你知道应用会变得很庞大，在实现另 外一种解决方案前，短期内购买更优的服务器是可以的。但是最终还是需要向外扩展， 这也是下一节我们要讲述的主题。

11.2.4向外扩展

可以把向外扩展(有时也称为横向扩展或者水平扩展)策略划分为三个部分:复制、拆分， 以及数据分片(sharding)o

最简单也最常见的向外扩展的方法是通过复制将数据分发到多个服务器上，然后将备库 用于读査询。这种技术对于以读为主的应用很有效。它也有一些缺点，例如重复缓存， 但如果数据规模有限这就不是问题。关于这些问题我们在前一章已经讨论得足够多，后 面会继续提到。

另外一个比较常见的向外扩展方法是将工作负载分布到多个“节点”。具体如何分布工 作负载是一个复杂的话题。许多大型的MySQL应用不能自动分布负载，就算有也没有 做到完全的自动化。本节我们会讨论一些可能的分布负载的方案，并探讨它们的优点和 缺点。

在MySQL架构中，一个节点(node)就是一个功能部件。如果没有规划冗余和高可用性， 那么一个节点可能就是一台服务器。如果设计的是能够故障转移的冗余系统，那么一个 节点通常可能是下面的某一种：

* 一个主一主复制双机结构，拥有一个主动服务器和被动服务器。
* 一个主库和多个备库。
* 一个主动服务器，并使用分布式复制块设备(DRBD)作为备用服务器。
* 一个基于存储区域网络(SAN)的“集群”。

大多数情况下，一个节点内的所有服务器应该拥有相同的数据。我们倾向于把主一主复

制架构作为两台服务器的主动一被动节点。

1. 按功能拆分

按功能拆分，或者说按职责拆分，意味着不同的节点执行不同的任务。我们之前已经提 到了一些类似的实现，在前一章我们描述了如何为OLTP和OLAP工作负载设计不同的 服务器。按功能拆分釆取的策略比这些更进一步，将独立的服务器或节点分配给不同的 应用，这样每个节点只包含它的特定应用所需要的数据。

这里我们显式地使用了 “应用” 一词。所指的并不是一个单独的计算机程序，而是相关 <53T] 的一系列程序，这些程序可以很容易地彼此分离，没有关联。例如，如果有一个网站， 各个部分无须共享数据，那么可以按照网站的功能区域进行划分。门户网站常常把不同 的栏目放在一起;在门户网站，可以浏览网站新闻、论坛，寻求支持和访问知识库，等等。

这些不同功能区域的数据可以放到专用的MySQL服务器中，如图11・5所示。
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如果应用很摩大，每个功能区域还可以拥有其专用的Web服务器，但没有专用的数据库 服务器这么糸见。

另一个可能的按功能划分方法是对单个服务器的数据进行划分，并确保划分的表集合之 间不会执行关联操作。当必须执行关联操作时，如果对性能要求不高，可以在应用中做 关联。虽然有一些变通的方法，但它们有一个共同点，就是每种类型的数据只能在单个 节点上找到。这并不是一种通用的分布数据方法，因为很难做到高效，并且相比其他方 案没有任何优势。

归根结底，还是不能通过功能划分来无限地进行扩展，因为如果一个功能区域被捆绑到 单个MySQL节点，就只能进行垂直扩展。其中的一个应用或者功能区域最终增长到非 常庞大时，都会迫使你去寻求一个不同的策略。如果进行了太多的功能划分，以后就很 难采用更具扩展性的设计了。

1. 数据分片

在目前用于扩展大型MySQL应用的方案中，数据分片注**7**是最通用且最成功的方法。它 把数据分割成一小片，或者说一块，然后存储到不同的节点中。

数据分片在和某些类型的按功能划分联合使用时非常有用。大多数分片系统也有一些“全 局的”数据不会被分片（例如城市列表或者登录数据）。全局数据一般存储在单个节点上, 并且通常保存在类似*memcached*这样的缓存里。

事实上，大多数应用只会对需要的数据做分片一一通常是那些将会增长得非常庞大的数 据**o**假设正在构建的博客服务,预计会有1000万用户，这时候就无须对注册用户进行分片, 因为完全可以将所有的用户（或者其中的活跃用户）放到内存中。假如用户数达到5亿, 那么就可能需要对用户数据分片。用户产生的内容，例如发表的文章和评论，几乎肯定 需要进行数据分片，因为这些数据非常庞大，并且还会越来越多。

大型应用可能有多个逻辑数据集，并且处理方式也可以各不相同。可以将它们存储到不 同的服务器组上，但这并不是必需的。还可以以多种方式对数据进行分片，这取决于如 何使用它们。下文我们会举例说明。 '

分片技术和大多数应用的最初设计有着显著的差异，并且很难将应用从单一数据存储转 换为分片架构。如果在应用设计初期就已经预计到分片，那实现起来就容易得多。

许多一开始没有建立分片架构的应用都会碰到规模扩大的情形。例如，可以使用复制来 扩展博客服务的读査询,直到它不再奏效。然后可以把服务器划分为三个部分:用户信息、

注**7：** 分片也被称为“分裂”、“分区”，但是我们使用“分片”以避免混淆。谷歌将它称为“分片”，如 果谷歌觉得这样称呼合适，我们采取这种称呼也就合适了。

文章，以及评论。可以将这些数据放到不同的服务器上（按功能划分），也许可以使用 面向服务的架构，并在应用层执行联合查询。图11・6显示了从单台服务器到按功能划分 的演变。
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图**11-6：**从单个实例到按功能划分的数据存储

最后，可以通过用户ID来对文章和评论进行分片，而将用户信息保留在单个节点上。 如果为全局节点配置一个主一备结构并为分片节点使用主一主结构，最终的数据存储可 能如图11-7所示。
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图**11-7：** 一个全局节点和六个主一主结构节点的数据存储方式

如果事先知道应用会扩大到很大的规模，并且清楚按功能划分的局限性，就可以跳过中 间步骤，直接从单个节点升级为分片数据存储。事实上，这种前瞻性可以帮你避免由于 粗糙的分片方案带来的挑战。

采用分片的应用常会有一个数据库访问抽象层，用以降低应用和分片数据存储之间通信 的复杂度，但无法完全隐藏分片。因为相比数据存储，应用通常更了解跟査询相关的一

些信息。太多的抽象会导致低效率，例如査询所有的节点，可实际上需要的数据只在单 一节点上。

分片数据存储看起来像是优雅的解决方案，但很难实现。那为什么要选择这个架构呢？ 答案很简单：如果想扩展写容量，就必须切分数据。如果只有单台主库，那么不管有多 少备库，写容量都是无法扩展的。对于上述缺点而言，数据分片是我们首选的解决方案。

分片？还是不分片？

这是一个问题，对吧？答案很简单：如非必要，尽量不分片。首先看是否能通过性 能调优或者更好的应用或数据库设计来推迟分片。如果能足够长时间地推迟分片， 也许可以直接购买更大的服务器，升级MySQL到性能更优的版本，然后继续使用 单台服务器，也可以增加或减少复制。

简单的说，对单台服务器而言，数据大小或写负载变得太大时，分片将是不可避免 的。如果不分片，而是尽可能地优化应用，系统能扩展到什么程度呢？答案可能会 让你很惊讶。有些非常受欢迎的应用，你可能以为从一开始就分片了，但实际上直 到已经值数十亿美元并且流量极其巨大也还没有采用分片的设计。分片不是城里唯 一的游戏，在没有必要的情况下采用分片的架构来构建应用会步履维艰。

1. 选择分区键(partitioning key)

数据分片最大的挑战是査找和获取数据：如何査找数据取决于如何进行分片。有很多方 法，其中有一些方法会比另外一些更好。

我们的目标是对那些最重要并且频繁查询的数据减少分片(记住，可扩展性法则的其中 一条就是要避免不同节点间的交互)。这其中最重要的是如何为数据选择一个或多个分 区键。分区键决定了每一行分配到哪一个分片中。如果知道一个对象的分区键，就可以 回答如下两个问题：

* 应该在哪里存储数据？
* 应该从哪里取到希望得到的数据？

后面将展示多个选择和使用分区键的方法。先看一个例子。假设像MySQL NDB Cluster 那样来操作，并对每个表的主键使用哈希来将数据分割到各个分片中。这是一种非常简 单的实现，但可扩展性不好，因为可能需要频繁检査所有分片来获得需要的数据。例如, 如果想査看user3的博客文章，可以从哪里找到呢？由于使用主键值而非用户名进行分割，' 博客文章可能均匀分散在所有的数据分片中。使用主键值哈希简化了判断数据存储 在何处的操作，但却可能增加获取数据的难度，具体取决于需要什么数据以及是否知道 主键。

跨多个分片的査询比单个分片上的査询性能要差，但只要不涉及太多的分片，也不会太 糟糕。最糟糕的情况是不知道需要的数据存储在哪里，这时候就需要扫描所有分片。

一个好的分区键常常是数据库中一个非常重要的实体的主键。这些键值决定了分片单元。 例如，如果通过用户ID或客户端ID来分割数据，分片单元就是用户或者客户端。
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确定分区键一个比较好的办法是用实体一关系图，或一个等效的能显示所有实体及其关 系的工具来展示数据模型。尽量把相关联的实体靠得更近。这样可以很直观地找出候选 分区键。当然不要仅仅看图，同样也要考虑应用的査询。即使两个实体在某些方面是相 关联的，但如果很少或几乎不对其做关联操作，也可以打断这种联系来实现分片。

某些数据模型比其他的更容易进行分片，具体取决于实体一关系图中的关联性程度。图 11-8的左边展示了一个易于分片的数据模型，右边的那个则很难分片。
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图**11-8：**两个数据模型，一个易于分片，另一个则难以分片

左边的数据模型比较容易分片，因为与之相连的子图中大多数节点只有一个连接，很容 易切断子图之间的联系。右边的数据模型则很难分片，因为它没有类似的子图。幸好大 多数数据模型更像左边的图。

选择分区键的时候，尽可能选择那些能够避免跨分片査询的，但同时也要让分片足够小, 以免过大的数据片导致问题。如果可能，应该期望分片尽可能同样小，这样在为不同数

量的分片进行分组时能够很容易平衡。例如，如果应用只在美国使用，并且希望将数据 集分割为20个分片，则可能不应该按照州来划分，因为加利福尼亚的人口非常多。但 rw> 可以按照县或者电话区号来划分，因为尽管并不是均匀分布的，但足以选择20个集合 以粗略地表示等同的密集程度，并且基本上避免跨分片査询。

1. 多个分区键

复杂的数据模型会使数据分片更加困难。许多应用拥有多个分区键，特别是存在两个或 更多个“维度”的时候。换句话说，应用需要从不同的角度看到有效且连贯的数据视图。 这意味着某些数据在系统内至少需要存储两份。

例如，需要将博客应用的数据按照用户ID和文章ID进行分片，因为这两者都是应用査 询数据时使用比较普遍的方式。试想一下这种情形：频繁地读取某个用户的所有文章， 以及某个文章的所有评论。如果按用户分片就无法找到某篇文章的所有评论，而按文章 分片则无法找到某个用户的所有文章。如果希望这两个査询都落到同一个分片上，就需 要从两个维度进行分片。

需要多个分区键并不意味着需要去设计两个完全冗余的数据存储。我们来看看另一个例 子：一个社交网站下的读书俱乐部站点，该站点的所有用户都可以对书进行评论。该网 站可以显示所有书籍的所有评论，也能显示某个用户已经读过或评论过的所有书籍。

假设为用户数据和书籍数据都设计了分片数据存储。而评论同时拥有用户ID和评论ID, 这样就跨越了两个分片的边界。实际上却无须冗余存储两份评论数据，替代方案是，将 评论和用户数据一起存储，然后把每个评论的标题和ID与书籍数据存储在一起。这样 在渲染大多数关于某本书的评论的视图时无须同时访问用户和书籍数据存储，如果需要 显示完整的评论内容，可以从用户数据存储中获得。

1. 跨分片查询

大多数分片应用多少都有一些査询需要对多个分片的数据进行聚合或关联操作。例如， 一个读书倶乐部网站要显示最受欢迎或最活跃的用户，就必须访问每一个分片。如何让 这类査询很好地执行，是实现数据分片的架构中最困难的部分。虽然从应用的角度来看， 这是一条査询，但实际上需要拆分成多条并行执行的査询，每个分片上执行一条。一个 设计良好的数据库抽象层能够减轻这个问题，但类似的査询仍然会比分片内査询要慢并 且更加昂贵，所以通常会更加依赖缓存。

国〉一些语言，如PHP,对并行执行多条査询的支持不够好。普遍的做法是使用C或Java 编写一个辅助应用来执行査询并聚合结果集。PHP应用只需要査询该辅助应用即可，例 如Web服务或者类似Gearman的工作者服务。

跨分片査询也可以借助汇总表来执行。可以遍历所有分片来生成汇总表并将结果在每个 分片上冗余存储。如果在每个分片上存储重复数据太过浪费，也可以把汇总表放到另外 一个数据存储中，这样就只需要存储一份了。

未分片的数据通常存储在全局节点中，可以使用缓存来分担负载。

如果数据的均衡分布非常重要，或者没有很好的分区键，一些应用会采用随机分片的方 式。分布式检索应用就是个很好的例子。这种场景下，跨分片査询和聚合査询非常常见。

跨分片査询并不是数据分片面临的唯一难题。维护数据一致性同样困难。外键无法在分 片间工作，因此需要由应用来检査参照一致性，或者只在分片内使用外键，因为分片内 的内部一致性可能是最重要的。还可以使用XA事务，但由于开销太大，现实中使用根少。

还可以设计一些定期执行的清理过程。例如，如果一个用户的读书俱乐部账号到期，并 不需要立刻将其移除。可以写一个定期任务将用户评论从每个书籍分片中移除。也可以 写一个检査脚本周期性运行以确保分片间的数据一致性。

1. 分配数据、分片和节点

分片和节点不一定是一对一的关系，应该尽可能地让分片的大小比节点容量小很多，这 样就可以在单个节点上存储多个分片。

保持分片足够小更容易管理。这将使数据的备份和恢复更加容易，如果表很小，那么像 更改表结构这样的操作会更加容易。例如，假设有一个100GB的表，你可以直接存储， 也可以将其划分为100个1GB的分片，并存储在单个节点上。现在假如要向表上增加 一个索引，在单个100GB的表上的执行时间会比100个1GB分片上执行的总时间更长， 因为1GB的分片更容易全部加载到内存中。并且在执行ALTER TABLE时还会导致数 据不可用，阻塞1GB的数据比阻塞100GB的数据要好得多。
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小一点的分片也便于转移。这有助于重新分配容量，平衡各个节点的分片。转移分片的 效率一般都不高。通常需要先将受影响的分片设置为只读模式（这也是需要在应用中构 建的特性），提取数据，然后转移到另外一个节点。这包括使用*mysqldump*获取数据然 后使用*mysql*命令将其重新导入。如果使用的是Percona Server,可以通过XtraBackup 在服务器间转移文件，这比转储和重新载入要高效得多。

除了在节点间移动分片，你可能还需要考虑在分片间移动数据，并尽量不中断整个应用 提供服务。如果分片太大，就很难通过移动整个分片来平衡容量，这时候可能需要将一 部分数据（例如一个用户）转移到其他分片。分片间转移数据比转移分片要更复杂，应 该尽量避免这么做。这也是我们建议设置分片大小尽量易于管理的原因之一。 分片的相对大小取决于应用的需求。简单的说，我们说的“易于管理的大小”是指保 持表足够小，以便能在5或10分钟内提供日常的维护工作，例如ALTER TABLE, CHECK TABLE 或者 OPTIMIZE TABLEO

如果将分片设置得太小，会产生太多的表，这可能引发文件系统或MySQL内部结构的 问题。另外太小的分片还会导致跨分片査询增多。

1. 在节点上部署分片

需要确定如何在节点上部署数据分片。以下是一些常用的办法：

* 每个分片使用单一数据库，并且数据库名要相同。典型的应用场景是需要每个分片 都能镜像到原应用的结构。这在部署多个应用实例，并且每个实例对应一个分片时 很有用。
* 将多个分片的表放到一个数据库中，在每个表名上包含分片号(例如bookclub . comments\_23)。这种配置下，单个数据库可以支持多个数据分片。

•为每个分片使用一个数据库，并在数据库中包含所有应用需要的表。在数据库名中 包含分片号(例如表名可能是bookclub\_23.comments或者bookclub\_23.users等)， 但表名不包括分片号。当应用连接到单个数据库并且不在査询中指定数据库名时， 这种做法很常见。其优点是无须为每个分片专门编写查询，也便于对只使用单个数 据库的应用进行分片。

函〉•每个分片使用一个数据库，并在数据库名和表名中包含分片号(例如表名可以是 bookclub\_23.comments\_23)o

* 在每个节点上运行多个MySQL实例，每个实例上有一个或多个分片，可以使用上 面提到的方式的任意组合来安排分片。

如果在表名中包含了分片号，就需要在査询模板里插入分片号。常用的方法是在査询中 使用特殊的“神奇的”占位符，例如sprintfO这样的格式化函数中的％s,或者使用变 量做字符串插值。以下是在PHP中创建査询模板的方法：

$sql = "SELECT book\_id, book\_title FROM bookclub\_%d.comments\_%d...";

$res = mysql\_query(sprintf($sqL $shardno, $shardno), $conn);

也可以就使用字符串插值的方法：

$sql = "SELECT book\_id, book\_title FROM bookclub\_$shardno.comments\_$shardno $res = mysql\_query($sql, $conn);

这在新应用中很容易实现，但对于已有的应用则有点困难。构建新应用时，查询模板并 不是问题，我们倾向于使用每个分片一个数据库的方式，并把分片号写到数据库名和表 名中。这会增加例如ALTER TABLE这类操作的复杂度，但也有如下一些优点：

•如果分片全部在一个数据库中，转移分片会比较容易。

•因为数据库本身是文件系统中的一个目录，所以可以很方便地管理一个分片的文件。

* 如果分片互不关联，则很容易査看分片的大小。
* 全局唯一表名可避免误操作。如果表名每个地方都相同，很容易因为连接到错误的 节点而査询了错误的分片，或者是将一个分片的数据误导入另外一个分片的表中。

你可能想知道应用的数据是否具有某种“分片亲和性”。也许将某些分片放在一起（在 同一台服务器，同一个子网，同一个数据中心，或者同一个交换网络中）可以利用数据 访问模式的相关性，能够带来些好处。例如，可以按照用户进行分片，然后将同一个国 家的用户放到同一个节点的分片上。

为已有的应用增加分片支持的结果往往是一个节点对应一个分片。这种简化的设计可以 减少对应用查询的修改。分片对应用而言通常是一种颠覆性的改变，所以应尽可能简化 它。如果在分片后，每个节点看起来就像是整个应用数据的缩略图，就无须去改变大多 数查询或担心查询是否传递到期望的节点。

1. 固定分配
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将数据分配到分片中有两种主要的方法：固定分配和动态分配。两种方法都需要一个分 区函数，使用行的分区键值作为输入，返回存储该行的分片。注

固定分配使用的分区函数仅仅依赖于分区键的值。哈希函数和取模运算就是很好的例子。 这些函数按照每个分区键的值将数据分散到一定数量的“桶”中。

假设有100个桶，你希望弄清楚用户111该放到哪个桶里。如果使用的是对数字求模的 方式，答案很简单：111对100取模的值为11,所以应该将其放到第11个分片中。

而如果使用CRC32（）函数来做哈希，答案是81。

**mysql> SELECT CRC32（111） % 100;**

**+ +**

| CRC32（111） % 100 |

**+ +**

I 81 |

**+ +**

固定分配的主要优点是简单，开销低，甚至可以在应用中直接硬编码。

注8： 这里的“函数”使用了其数学涵义，表示从输入（域）到输出（区间）的映射。如你所见，可以 用很多方式来创建类似的函数，包括在数据库中使用查找表。

但固定分配也有如下缺点:

* 如果分片很大并且数量不多，就很难平衡不同分片间的负载。

•固定分片的方式无法自定义数据放到哪个分片上，这一点对于那些在分片间负载不 均衡的应用来说尤其重要。一些数据可能比其他的更加活跃，如果这些热点数据都 分配到同一个分片中，固定分配的方式就无法通过热点数据转移的方式来平衡负载。 （如果每个分片的数据量切分得比较小，这个问题就没那么严重，根据大数定律，这 样做会更容易将热点数据平均分配到不同分片。）

* 修改分片策略通常比较困难，因为需要重新分配已有的数据。例如，如果通过模10 的哈希函数来进行分片，就会有10个分片。如果应用增长使得分片变大，如果要拆 分成20个分片，就需要对所有数据重新哈希，这会导致更新大量数据，并在分片间 转移数据。

正是由于这些限制，我们倾向于为新应用选择动态分配的方式。但如果是为已有的应用 国〉做分片，使用固定分配策略可能会更容易些，因为它更简单。也就是说，大多数使用固 定分配的应用最后迟早要使用动态分配策略。

1. 动态分配

另外一个选择是使用动态分配，将每个数据单元映射到一个分片。假设一个有两列的表， 包括用户ID和分片ID。

CREATE TABLE user\_to\_shard （

user\_\_id INT NOT NULL,

shard\_id INT NOT NULL, PRIMARY KEY （userjd）

）； -

这个表本身就是分区函数。给定分区键（用户ID）的值就可以获得分片号。如果该行不 存在，就从目标分片中找到并将其加入到表中。也可以推迟更新——这就是动态分配的 含义。

动态分配增加了分区函数的开销，因为需要额外调用一次外部资源，例如目录服务器（存 储映射关系的数据存储节点）。出于效率方面的考虑，这种架构常常需要更多的分层。例 如，可以使用一个分布式缓存系统将目录服务器的数据加载到内存中，因为这些数据平 时改动很小。或者更普遍地，你可以直接向USERS表中增加一个shard\_id列用于存储分 片号。

动态分酣的最大好处是可以对数据存储位置做细粒度的控制。这使得均衡分配数据到分 片更加容易，并可提供适应未知改变的灵活性。

动态映射可以在简单的键一分片（key・to.shard）映射的基础上建立多层次的分片策略。 例如，可以建立一个双重映射，将每个分片单元指定到一个分组中（例如，读书俱乐部 的用户组），然后尽可能将这些组保持在同一个分片中。这样可以利用分片亲和性，避 免跨分片査询。

如果使用动态分配策略，可以生成不均衡的分片。如果服务器能力不相同，或者希望将 其中一些分片用于特定目的（例如归档数据），这可能会有用。如果能够做到随时重新 平衡分片，也可以为分片和节点间维持一一对应的映射关系，这不会浪费容量。也有些 人喜欢简单的每个节点一个分片的方式。（但是请记住，保持分片尽可能小是有好处的。） 动态分配以及灵活地利用分片亲和性有助于减轻规模扩大而带来的跨分片査询问题。假 设一个跨分片査询涉及四个节点，当使用固定分配时，任何给定的査询可能需要访问所 有分片，但动态分配策略则可能只需要在其中的三个节点上运行同样的査询。这看起来 没什么大区别，但考虑一下当数据存储增加到400个分片时会发生什么？固定分配策略 需要访问400个分片，而动态分配方式依然只需要访问3个。

动态分配可以让分片策略根据需要变得很复杂。固定分配则没有这么多选择。

1. 混合动态分配和固定分配

可以混合使用固定分配和动态分配。这种方法通常很有用，有时候甚至必须要混合使用。 目录映射不太大时，动态分配可以很好胜任。但如果分片单元太多，效果就会变差。

以一个存储网站链接的系统为例。这样一个站点需要存储数百亿的行，所使用的分区键 是源地址而目的地址URL的组合。（这两个URL的任意一个都可能有好几亿的链接, 因此，单独一个URL并不适合做分区键）。但是在映射表中存储所有的源地址和目的地 址URL组合并不合理，因为数据量太大了，每个URL都需要很多存储空间。

一个解决方案是将URL相连并将其哈希到固定数目的桶中，然后把桶动态地映射到分 片上。如果桶的数目足够大——例如100万个——你就能把大多数数据分配到每个分片 上，获得动态分配的大部分好处，而无须使用庞大的映射表。

11 .显式分配

第三种分配策略是在应用插入新的数据行时，显式地选择目标分片。这种策略在已有的 数据上很难做到。所以在为应用增加分片时很少使用。但在某些情况下还是有用的。

这个方法是把数据分片号编码到ID中，这和之前提到的避免主一主复制主键冲突策略 比较相似。（详情请参阅“在主一主复制结构中写入两台主库”。）

例如，假设应用要创建一个用户3,将其分配到第11个分片中，并使用BIGINT列的高八 位来保存分片号。这样最终的ID就是(11«56)+3,即792633534417207299O应用可以 很方便地从中抽取出用户ID和分片号，如下例所示。

**mysql> SELECT (792633534417207299 » 56) AS shard\_id,**

**-> 792633534417207299 & ~(11 « 56) AS user\_id;**

+ + +

| shard\_id | user\_id |

+ + +

I 11 I 3 |

+ + -T +

[544> 现在假设要为该用户创建一条评论，并存储在同一个分片中。应用可以为该用户分配一 个评论ID 5,然后以同样的方式组合5和分片号11。

•这种方法的好处是每个对象的ID同时包含了分区键，而其他方法通常需要一次关联或 査找来确定分区键。如果要从数据库中检索某个特定的评论，无须知道哪个用户拥有它； 对象ID会告诉你到哪里去找。如果对象是通过用户ID动态分片的，就得先找到该评论 的用户，然后通过目录服务器找到对应的数据分片。

另一个解决方案是将分区键存储在一个单独的列里。例如，你可能从不会单独引用评论 5,但是评论5属于用户3。这种方法可能会让一些人高兴，因为这不违背第一范式；然 而额外的列会增加开销、编码，以及其他不便之处。(这也是我们将两值存在单独一列 的优点之一O )

显式分配的缺点是分片方式是固定的，很难做到分片间的负载均衡。但结合固定分配和 动态分配，该方法就能够很好地工作。不再像之前那样哈希到固定数目的桶里并将其映 射到节点，而是将桶作为对象的一部分进行编码。这样应用就能够控制数据的存储位置， 因此可以将相关联的数据一起放到同样的分片中。

BoardReader *(http://boardreader.com)*使用了该技术的一个变种：它把分区键编码到 Sphinx的文档ID内。这使得在分片数据存储中査找每个查询结果的关联数据变得容易， 更多关于Sphinx的内容可以査阅附录F。

我们讨论了混合分配方式，因为在某些场景下它是有用的。但正常情况下我们并不推荐 这样用。我们倾向于尽可能使用动态分配，避免显式分配。

12.重新均衡分片数据

如有必要，可以通过在分片间移动数据来达到负载均衡。举个例子，许多读者可能听一 些大型图片分享网站或流行社区网站的开发者提到过用于分片间移动用户数据的工具。 在分片间移动数据的好处很明显。例如，当需要升级硬件时，可以将用户数据从旧分片 转移到新分片上，而无须暂停整个分片的服务或将其设置为只读。

然而，我们也应该尽量避免重新均衡分片数据，因为这可能会影响用户使用。在分片间 转移数据也使得为应用增加新特性更加困难，因为新特性可能还需要包含针对重新均衡 脚本的升级。如果分片足够小，就无须这么做;也可以经常移动整个分片来重新均衡负载，〈西 这比移动分片中的部分数据要容易得多（并且以每行数据开销来衡量的话，更有效率）。

一个较好的策略是使用动态分片策略，并将新数据随机分配到分片中,。当一个分片快满 时，可以设置一个标志位，告诉应用不要再往这里放数据了。如果耒来需要向分片中放 入更多数据，可以直接把标记位清除。

假设安装了一个新的MySQL节点，上面有100个分片。先将它们的标记设置为1,这 样应用就知道它们正准备接受新数据。一旦它们的数据足够多时（例如，每个分片 10 000个用户），就把标记位设置为0。之后，如果节点因为大量废弃账号导致负载不足， 可以重新打开一些分片向其中增加新用户。

如果升级应用并且增加的新特性会导致每个分片的査询负载升高，或者只是算错了负载， 可以把一些分片移到新节点来减轻负载。缺点是操作期间整个分片会变成只读或者处于 离线状态。这需要根据实际情况来看是否能接受。

另外一种使用得较多的策略是为每个分片设置两台备库，每个备库都有该分片的完整数 据。然后每个备库负责其中一半的数据，并完全停止在主库上査询。这样每个备库都会 有一半它不会用到的数据；我们可以使用一些工具，例如Percona Toolkit的*pt-archiver.* 在后台运行，移除那些不再需要的数据。这种办法很简单并且几乎不需要停机。

13.生成全局唯一ID

当希望把一个现有系统转换为分片数据存储时，经常会需要在多台机器上生成全局唯一 IDO单一数据存储时通常可以使用AUTOJNCREMENT列来获取唯一 ID。但涉及多台 服务器时就不凑效了。以下几种方法可以解决这个问题：

使用 auto increment increment auto increment offset

这两个服务器变量可以让MySQL以期望的值和偏移量来增加AUTO\_INCREMENT列的 值。举一个最简单的场景，只有两台服务器，可以配置这两台服务器自增幅度为2, 其中一台的偏移量设置为1,另外一台为2 （两个都不可以设置为0）。这样一台服 务器总是包含偶数，另外一台则总是包含奇数。这种设置可以配置到服务器的每一 个表里。

这种方法简单，并且不依赖于某个节点，因此是生成唯一 ID的比较普遍的方法。但

国〉 这需要非常仔细地配置服务器。很容易因为配置错误生成重复数字，特别是当增加

服务器需要改变其角色，或进行灾难恢复时。

全局节点中创建表

在一个全局数据库节点中创建一个包含AUTO\_INCREMENT列的表，应用可以通过这个 表来生成唯一数字。

使用 *memcached*

在*memcached*的API中有一个incr()函数，可以自动增长一个数字并返回结果。 另外也可以使用Rediso

批量分配数字

应用可以从一个全局节点中请求一批数字，用完后再申请。

使用复合值

可以使用一个复合值来做唯一 ID,例如分片号和自增数的组合。具体参阅之前的章 节。

使用GUID值

可以使用UUIDO函数来生成全局唯一值。注意，尽管这个函数在基于语句的复制时 不能正确复制，但可以先获得这个值，再存放到应用的内存中，然后作为数字在查 询中使用。GUID的值很大并且不连续,因此不适合做InnoDB表的主键。具体参考“和 InnoDB主键一致地插入行”。在5.1及更新的版本中还有一个函数UUID\_SHORT(), 能够生成连续的值，并使用64位代替了之前的128位。

如果使用全局分配器来产生唯一 ID,要注意避免单点争用成为应用的性能瓶颈。

虽然*memcached*方法执行速度快(每秒数万个值)，但不具备持久性。每次重启 *memcached*服务都需要重新初始化缓存•里的值。由于需要首先找到所有分片中的最大值, 因此这一过程非常缓慢并且难以实现原子性。

14.分片工具

在设计数据分片应用时，首先要做的事情是编写能够査询多个数据源的代码。

如果没有任何抽象层，直接让应用访问多个数据源，那绝对是一个很差的设计，因为这 会增加大量的编码复杂性。最好的办法是将数据源隐藏在抽象层中。这个抽象层主要完 成以下任务：

* 连接到正确的分片并执行査询。
* 分布式一致性校验。

□47> • 跨分片结果集聚合。

* 跨分片关联操作。
* 锁和事务管理。
* 创建新的数据分片(或者至少在运行时找到新分片)并重新平衡分片(如果有时间 实现)。

你可能不需要从头开始构建分片结构。有一些工具和系统可以提供一些必要的功能或专 门设计用来实现分片架构。

Hibernate Shards *(http://shards.hibernate.org)*是一个支持分片的数据库抽象层，基于 Java语言的开源的Hibernate ORM库扩展，由谷歌提供。它在Hibernate Core接口上提 供了分片感知功能，所以应用无须专门为分片设计；事实上，应用甚至无须知道它正在 使用分片。Hibernate Shards通过固定分配策略向分片分配数据。另外一个基于Java的 分片系统是 HiveDB *(<http://www.hivedb.org>) o*

如果使用的是PHP语言，可以使用Justin Swanhart提供的Shard-Query系统*(http:// code.google.com/p/shard-query/)*,它可以自动分解査询，并发执行，并合并结果集。另 外一些有同样用途的商用系统有 ScaleBase *(http://www.scalebctse.com)、*ScalArc *(http:// wyvw.scalarc.com)*, 以及 dbShards *(http://www.dbshards.com)。*

Sphinx是一个全文检索引擎，虽然不是分片数据存储和检索系统，但对于一些跨分片数 据存储的査询依然有用。Sphinx可以并行査询远程系统并聚合结果集。在附录F中会详 细讨论Sphinx0

11.2.5通过多实例扩展

一个分片较多的架构可能会更有效地利用硬件。我们的研究和经验表明MySQL并不能 完全发挥现代硬件的性能。当扩展到超过24个CPU核心时，MySQL的性能开始趋于 平缓，不再上升。当内存超过128GB时也同样如此，MySQL甚至不能完全发挥诸如 Virident或Fusion-io卡这样的高端PCIe flash设备的I/O性能。

不要在一台性能强悍的服务器上只运行一个服务器实例，我们还有别的选择。你可以让 数据分片足够小，以使每台机器上都能放置多个分片(这也是我们一直提倡的)，每台 服务器上运行多个实例，然后划分服务器的硬件资源，将其分配给每个实例。

这样做尽管比较烦琐，但确实有效。这是一种向上扩展和向外扩展的组合方案。也可以 用其他方法来实现——不一定需要分片一一但分片对于在大型服务器上的联合扩展具有 天然的适应性。

一些人倾向于通过虚拟化技术来实现合并扩展，这有它的好处。但虚拟化技术本身有很＜M] 大的性能损耗。具体损耗多少取决于具体的技术，但通常都比较明显，尤其是I/O非常 快的时候损耗会非常惊人。另一种选择是运行多个MySQL实例，每个实例监听不同的 网络端口，或绑定到不同的IP地址。

我们已经在一台性能强悍的硬件上获得了 10倍或15倍的合并系数。你需要平衡管理复 杂度代价和更优性能的收益，以决定哪种方法是最优的。

这时候网络可能会成为瓶颈一一这个问题大多数MySQL用户都不会遇到。可以通过使 用多块网卡并进行绑定来解决这个问题。但Linux内核可能会不理想,这取决于内核版本， 因为老的内核对每个绑定设备的网络中断只能使用一个CPUO因此不要把太多的连线绑 定到很少的虚拟设备上，否则会遇到内核层的网络瓶颈。新的内核在这一方面会有所改 善，所以需要检査你的系统版本，以确定该怎么做。

另一个方法是将每个MySQL实例绑定到特定的CPU核心上。这有两点好处：第一，由 于MySQL内部的可扩展性限制，当核心数较少时，能够在每个核心上获得更好的性能； 第二，当实例在多个核心上运行线程时，由于需要在多核心上同步共享数据，因而会有 一些额外的开销。这可以避免硬件本身的可扩展性限制。限制MySQL到少数几个核心 能够帮助减少CPU核心之间的交互。注意到反复出现的问题了没？将进程绑定到具有相 同物理套接字的核心上可以获得最优的效果。

11.2.6通过集群扩展

理想的扩展方案是单一逻辑数据库能够存储尽可能多的数据，处理尽可能多的查询，并 如期望的那样增长。许多人的第一想法就是建立一个“集群”或者“网格”来无缝处理 这些事情，这样应用就无须去做太多工作，也不需要知道数据到底存在哪台服务器上。 随着云计算的流行，自动扩展一一根据负载或数据大小变化动态地在集群中增加/移除 服务器一一变得越来越有趣。

在本书第二版时，我们遗憾地看到已有的技术无法完成这一任务。从那时开始，出现了 许多被称为NoSQL的技术。许多NoSQL的支持者发表了一些奇怪且未经证实的观点, 例如“关系模型无法进行扩展”，或者“SQL无法扩展”。随着新概念的出现，也出现了 一些新的术语。最近谁没有听说过最终一致性、BASE、矢量时钟，或者CAP理论呢？

但随着时间推移，理性开始逐渐回归。经验表明许多NoSQL数据库太过于简单，并 ri49> 且无法完成很多工作注％同时一些基于SQL的技术开始出现一一例如451集团(451

Group)的Matt Aslett所提到的NewSQL数据库。SQL和NewSQL到底有什么区别呢？ NewSQL数据库中SQL及相关技术都不应该成为问题。而可扩展性问题在关系型数据库 中是一个实现上的难题，但新的实现正表现出越来越好的结果。

注**9： Yeah, yeah,**我们知道，为你的工作选择正确的工具。这里引用显而易见但听起来很有意义的评论。 所有的旧事物都变成新的了吗？是，但也不是。许多关系型数据库集群的高性能设计正 在被构建到系统的更低层，在NoSQL数据库中，特别是使用键一值存储时，这一点很明显。

例如NDB Cluster并不是一个SQL数据库?它是一个可扩展的数据库，使用其原生API 来控制，通常是使用NoSQL,但也可以通过在前端使用MySQL存储引擎来支持SQL。 它是一个完全分布式、非共享高性能、自动分片并且不存在单点故障的事务型数据库服 务器。最近几年正变得更强大、更复杂，用途也更广泛。同时，NoSQL数据库也逐渐看 起来越来越像关系型数据库。有些甚至还开发了类SQL査询语言。未来典型的集群数据 库可能更像是SQL和NoSQL的混合体，有多种存取机制来满足不同的使用需求。所以， 我们在从NoSQL中汲取优点,但SQL仍然会保留在集群数据库中。

在写作本书时，和MySQL结合在一起的集群或分布式数据库技术大致包括：NDB Cluster、Clustrix、Percona XtraDB Cluster. Galera. Schooner Active Cluster、 Continuent Tungsten, ScaleBase, ScaleArc、dbShards, Xeround, Akiban、VoltDB, 以及GenieDB。这些或多或少以MySQL为基础，或通过MySQL进行控制，或是和 MySQL相关。本书会讲到这其中的一部分——例如，在第13章我们会讲到Xeround, 在第10章我们讲到了 Continuent Tungsten和其他几种技术一一这里我们同样会对其中 的几个进行描述。

在开始前，需要指出，可扩展性、高可用性、事务性等是数据库系统的不同特性。许多 人会感到困惑并将这些当作是相同的东西，但事实上不是。本章我们主要集中讨论可扩 展性。但事实上，可扩展的数据库并不一定非常优秀，除非它能保证高性能，谁愿意牺 牲高可用性来进行扩展呢？这些特性的组合堪称数据库的必杀技，但这很难实现。当然 这不是本章要讨论的内容。

最后，除NDB Cluster外，大多数NewSQL集群产品都是比较新的事物。我们还没有看 到足够多的生产环境部署以完全获知其优点和限制。尽管它们提到了 MySQL协议或其＜550： 他与MySQL相关的地方，但它们毕竟不是MySQL,因此不在本书讨论的范围内。我们 仅仅稍微提一下，由你自己来判断它们是否适用。

1. MySQL Cluster (NDB Cluster)

MySQL Cluster是两项技术的结合:NDB数据库，以及作为SQL前端的MySQL存储引擎。 NDB是一个分布式、具备容错性、非共享的数据库，提供同步复制以及节点间的数据自 动分片。NDB Cluset存储引擎将SQL转换为NDB API调用，但遇到NDB不支持的操作时, 就会在MySQL服务器上执行(NDB是一个键一值数据存储，无法执行类似联接或聚合 的复杂操作)。

NDB是一个非常复杂的数据库，和MySQL几乎完全不同。在使用NDB时甚至可以不 需要MySQL :你可以把它作为一个独立的键一值数据库服务器。它的亮点包括非常高 的写入和按键査询吞吐量。NDB可以基于键的哈希自动决定哪个节点应该存储给定的数 据。当通过MySQL来控制NDB时，行的主键就是键，其他的列是值。

因为它基于一些新的技术，并且集群具有容错性和分布式特性，所以管理NDB需要非 常专业和特殊的技能。有许多动态变化的部分，还有类似升级集群或增加节点的操作必 须正确执行以防止意外的问题。NDB是一项开源技术，但也可以从Oracle购买商业支 持。商业支持中包括能够获得专门的集群管理产品Cluster Manager,可以自动执行一 些枯燥且棘手的任务。(Severalnines同样提供了一个集群管理产品，参见*http://www. severalnines. com*)。

MySQL Cluster正在迅速地增加越来越多的特性和功能。例如在最近的版本中，它开始 支持更多类型的集群变更而无须停机操作，并且能够在数据存储的节点上执行一些特定 类型的查询，以减少数据传递给MySQL层并在其中执行査询的必要性。(这个特性已由 关联下推(push・down join)更名为自适应查询本地化(adaptive query localization) o)

NDB曾经相对其他MySQL存储引擎具有完全不同的性能特性，但最近的版本更加通用 化了。它正在成为越来越多应用的更好的解决方案，包括游戏和移动应用。我们必须强 调，NDB是一项重要的技术，能够支持全球最大的关键应用，这些应用处于极高的负载 下，具有非常严苛的延迟要求以及不间断要求。举个例子，世界上任何一个通过移动电 话网络呼叫的电话使用的就是NDB,并且不是临时方案一一对于许多移动电话提供商而 言，它是一个主要的并且非常重要的数据库。

NDB需要一个快速且可靠的网络来连接节点。为了获得最好的性能，最好使用特定的高 速连接设备。由于大多数情况下需要内存操作，因此服务器间需要大量的内存。

那么它有什么缺点呢？复杂査询现在支持得还不是很好，例如那些有很多关联和聚合的 査询。所以不要指望用它来做数据仓库。NDB是一个事务型系统，但不支持MVCC, 所以读操作也需要加锁，也不做任何的死锁检测。如果发生死锁，NDB就以超时返回的 方式来解决。还有很多你应该知道的要点和警告，可以专门写一本书了。(有一些关于 MySQL Cluster的书，但大多数都过时了，最好的办法是阅读手册。)

1. Clustrix

Clustrix *(http://www.clustrix.com*)是一个分布式数搪库，支持MySQL协议，所以它可 以直接替代MySQLo除了协议外,它是一个全新的技术,并非建立在MySQL的基础之上。 它是一个完全支持ACID,支持MVCC的事务型SQL数据库，主要用于OLTP负载场景。 Clustrix在节点间进行数据分片以满足容错性，并对査询进行分发，在节点上并发执行, 而不是将所有节点上取得的数据集中起来执行。集群可以在线扩展节点来处理更多的数 据或负载。在某些方面Clustrix和MySQL Cluster很像；关键的不同点是，Clustrix是完 全分布式执行并且缺少顶层的“代理”或者集群前端的査询协调器(query coordinator)。 Clustrix本身能够理解MySQL协议，所以无须MySQL来进行协议转换。相比较而言， MySQL cluster是由三个部分组成的：MySQL, NDB集群存储引擎，以及NDB。

我们的实验评估和性能测试表明，Clustrix能够提供高性能和可扩展性。Clustrix看起来 是一项比较有前景的技术，我们将继续观察和评估。

1. ScaleBase

ScaleBase *(http://www.scalebase.com)*是一个软件代理，处于应用和多个后端MySQL 服务器之间。它会把发起的査询进行分裂，并将其分发到后端服务器并发执行，然后汇 集结果返回给应用。不过在写作本书时，我们还没有使用该产品的经验。另外的竞争产 品有 ScaleArc (*http://yvw^. calearc. com*)丰口 dbShards (*http://www. dbshards. com) o*

1. GenieDB

GenieDB (*http://www.geniedb.com*)最开始用于地理上分布部署的NoSQL文档存储。现 在它也有一个SQL层，可以通过MySQL存储引擎进行控制。它包含了很多技术'，包括 本地内存缓存、消息层，以及持久化磁盘数据存储。将这些技术汇集在一起，就可以使 用松散的最终一致性，让应用在本地快速执行査询，或是通过分布式集群(会增加网络 延迟)来保证最新的数据视图。

通过存储引擎实现的MySQL兼容层不能提供100%的MySQL特性，但对于支持类似 Joomla!、WordPress,以及Dmpal这样的应用已经够用了。MySQL存储引擎的用处主 要是使GenieDB能够结合存储引擎获得对ACID的支持，例如InnoDBo GenieDB本身 并不是ACID数据库。

我们还没用应用过GenieDB,也没有看到任何生产环境部署。

1. Akiban

对Akiban *(http://www.akiban.com)*最好的描述应该是査询加速器。它通过存储物 理数据来匹配査询模式，使得低开销的跨表关联操作成为可能。尽管类似反范式化 (denormalization),但数据层并不是冗余的，所以这和预先计算关联并存储结果的方式 是不同的。关联表中元组是互相交错的，所以能够按照关联顺序进行顺序扫描。这就要 求管理员确定査询模式能够从所谓的“表组M (table grouping)技术中受益，并需要为 査询优化设计表组。目前建议的系统架构是将Akiban配置为MySQL主库的备库，并用 它来为可能较慢的査询提供服务。加速系数是一到两个数量级。但是我们还没有看到生 产环境部署或者相关的实验评估。注2

11.2.7向内扩展

处理不断增长的数据和负载最简单的办法是对不再需要的数据进行归档和清理。这种操 作可能会带来显著的成效，具体取决于工作负载和数据特性。这种做法并不用来代替其 他策略，但可以作为争取时间的短期策略，也可以作为处理大数据量的长期计划之一。

\*■

在设计归档和清理策略时需要考虑到如下几点。

对应用的影响

一个设计良好的归档系统能够在不影响事务处理的情况下，从一个高负载的OLTP 服务器上移除数据。这里的关键是能高效地找到要删除的行，然后一小块一小块地 移除。通常需要平街一次归档的行数和事务的大小，以找到一个锁竞争和事务负载 量的平衡。还需要设计归档任务在必要的时候让步于事务处理。
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当知道某些数据不再使用后，就可以立刻清理或归档它们。也可以设计应用去归档 那些几乎不怎么使用的数据。可以把归档的数据置于核心表附近，通过视图来访问， 或完全转移到别的服务器上。

维护数据一致性

当数据间存在联系时，会导致归档和清理工作更加复杂。一个设计良好的归档任务 能够保证数据的逻辑一致性，或至少在应用需要时能够保证一致，而无须在大量事 务中包含多个表。

当表之间存在关系时，哪个表首先归档是个问题。在归档时需要考虑孤立行的影响。 可以选择违背外键约束(可以通过执行SET FOREIGN\_KEY\_CHECKS=0禁止InnoDB的 外键约束)或暂时把“悬空指针w (dangling pointer)记录放到一边。如果应用层认 为这些相关联的表具有层次关系，那么归档的顺序也应该和它一样。例如，如果应 用总是先检査订单再检査发货单，就先归档订单。应用应该看不到孤立的发货单， 因此接下来就可以将发货单归档。

避免数据丢失

如果是在服务器间归档，归档期间可能就无法做分布式事务处理，也有可能将数据 归档到MylSAM或其他非事务型的存储引擎中。因此，为了避免数据丢失，在从源 表中删除时，要保证已经在目标机器上保存。将归档数据单独写到一个文件里也是 个好主意。可以将归档任务设计为能够随时关闭或重启，并且不会引起不一致或索

注**10：**我们将**Akiban**包含在集群数据库列表中可能并不准确，因为它并不是真正的集群数据库。但在某 种程度上它和其他一些**NewSQL**数据库很像。

引冲突之类的错误。

解除归档(unarchiving)

可以通过一些解除归档策略来减少归档的数据量。它可以帮助你归档那些不确定是 否需要的数据，并在以后可以通过选项进行回退。如果可以设置一些检査点让系统 来检査是否有需要归档的数据，那么这应该是一个很容易实现的策略。例如，要对 不活跃的用户进行归档，检査点就可以设置在登录验证时。如果因为用户不存在导 致登录失败，可以去检査归档数据中是否存在该用户，如果有，则从中取出来并完 成登录。

*貞w*

**B**

**Percona Toolkit**包含的工具*pt-archiver*能够帮助你有效地归档和清理**MySQL**表, 但不提供解除归档功能。
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保持活跃数据独立

即使并不真的把老数据转移到别的服务器，许多应用也能受益于活跃数据和非活跃数据 的隔离。这有助于高效利用缓存，并为活跃和不活跃的数据使用不同的硬件或应用架构。 下面列举了几种做法：

将表划分为几个部分

分表是一种比较明智的办法，特别是整张表无法完全加载到内存时。例如，可 以把users表划分为active users和inactive\_users表。你可能认为这并不需 要，因为数据库本身只缓存“热”数据，但事实上这取决于存储引擎。如果用的是 InnoDB,每次缓存一页，而一页能存储100个用户，但只有10%是活跃的，那么 这时候InnoDB可能认为所有的页都是“热”的一一因此每个“热”页的90%将被 浪费掉。将其拆成两个表可以明显改善内存利用率。

MySQL分区

MySQL 5.1本身提供了对表进行分区的功能，能够帮助把最近的数据留在内存中。 第7章详细介绍了分区表。

基于时间的数据分区

如果应用不断有新数据进来，一般新数据总是比旧数据更加活跃。例如，我们知道 博客服务的流量大多是最近七天发表的文章和评论。更新的大部分是相同的数据集。 因此这些数据被完整地保留在内存中，使用复制来保证在主库失效时有一份可用的 备份。其他数据则完全可以放到别的地方去。

我们也看到过这样一种设计，在两个节点的分片上存储用户数据。新数据总是进入 “活跃”节点，该节点使用更大的内存和快速硬盘，另外一个节点存储旧数据，使用

非常大（但比较慢）的硬盘。应用假设不太会需要旧数据。对于很多应用而言这是 合理的假设，依靠10%的最新数据能够满足90%或更多的请求。 .

可以通过动态分片来轻松实现这种策略。例如，分片目录表可能定义如下：

CREATE TABLE users ( user\_id int unsigned not null,

shard\_new int unsigned not null,

shard^archive int unsigned not null,

archive\_timestamp timestamp, PRIMARY"KEY (user\_id)

)； "

通过一个归档脚本将旧数据从活跃节点转移到归档节点，当移动用户数据到归档节 点时，更新archive timestamp列的值。shard new和shard\_a「chive列记录存储 数据的分片号。

陸＞ 11.3负载均衡

负载均衡的基本思路很简单：在一个服务器集群中尽可能地平均负载量。通常的做法是 在服务器前端设置一个负载均衡器（一般是专门的硬件设备）。然后负载均衡器将请求 •的连接路由到最空闲的可用服务器。图11・9显示了一个典型的大型网站负载均衡设置，

其中一个负载均衡器用于HTTP流量，另一个用于MySQL访问。

负载均衡有五个常见目的。

可扩展性

负载均衡对某些扩展策略有所帮助，例如读写分离时从备库读数据。
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负载均衡有助于更有效地使用资源，因为它能够控制请求被路由到何处。如果服务 器处理能力各不相同，这就尤为重要：你可以把更多的工作分配给性能更好的机器。

可用性

一个灵活的负载均衡解决方案能够使用时刻保持可用的服务器。

透明性

客户端无须知道是否存在负载均衡设置，也不需要关心在负载均衡器的背后有多少 机器，它们的名字是什么。负载均衡器给客户端看到的只是一个虚拟的服务器。

一致性

如果应用是有状态的（数据库事务，网站会话等），那么负载均衡器就应将相关的査 询指向同一个服务器，以防止状态丢失。应用无须去跟踪到底连接的是W5个服务器。

客户端网络
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图**11-9：** 一个典型的读密集型网站负载均衡架构

在与MySQL相关的领域里，负载均衡架构通常和数据分片及复制紧密相关。你可以 把负载均衡和高可用性结合在一起，部署到应用的任一层次上。例如，可以在MySQL Cluster集群的多个SQL节点上做负载均衡，也可以在多个数据中心间做负载均衡，其 中每个数据中心又可以使用数据分片架构，每个节点实际上是拥有多个备库的主一主复 制对结构，这里可以做负载均衡。对于高可用性策略也同样如此：在一个架构里可以 配置多层的故障转移机制。

负载均衡有许多微妙之处，举个例子，其中一个挑战就是管理读/写策略。有些负载均 衡技术本身能够实现这一点，但其他的则需要应用自己知道哪些节点是可读的或可写的。

在决定如何实现负载均衡时，应该考虑到这些因素。有许多负载均衡解决方案可以使用， 从诸如 Wackamole (*[http://www.backhand.org/wackamole/)](http://www.backhand.org/wackamole/)%e8%bf%99%e6%a0%b7%e5%9f%ba%e4%ba%8e%e7%ab%af%e7%82%b9%e7%9a%84(peer%e3%83%bbbased)*[这样基于端点的(peer・based](http://www.backhand.org/wackamole/)%e8%bf%99%e6%a0%b7%e5%9f%ba%e4%ba%8e%e7%ab%af%e7%82%b9%e7%9a%84(peer%e3%83%bbbased)) 实现，到 DNS、LVS (Linux Virtual Server, *<http://www.linuxvirtualserver.org>)* 硬件负 载均衡器、TCP代理、MySQL Proxy,以及在应用中管理负载均衡。

在我们的客户中，最普遍的策略是使用硬件负载均衡器，大多是使用HAProxy *(http:// haproxy.lwt.eu),*它看起来很流行并且工作得很好。还有一些人使用TCP代理，例如 Pen (*<http://siag>. nu/pen/)*。但 MySQL Proxy 用得并不多。

11.3.1直接连接

有些人认为负载均衡就是配置在应用和MySQL服务器之间的东西。但这并不是唯一的 [157> 负载均衡方法。你可以在保持应用和MySQL连接的情况下使用负载均衡。事实上，集 中化的负载均衡系统只有在存在一个对等置换的服务器池时才能很好工作。如果应用需 要做一些决策，例如在备库上执行读操作是否安全，就需要直接连接到服务器。

除了可能出现的一些特定逻辑，应用为负载均衡做决策是非常高效的。例如，如果有两 个完全相同的备库，你可以使用其中的一个来处理特定分片的数据査询，另一个处理其 他的査询。这样能够有效利用备库的内存，因为每个备库只会缓存一部分数据。如果其 中一个备库失效，另外一个备库拥有所有的数据，仍然能提供服务。

接下来的小节将讨论一些应用直连的常见方法，以及在评估每一个选项时的注意点。

1-复制上的读/写分离

MySQL复制产生了多个数据副本，你可以选择在备库还是主库上执行查询。由于备库 复制是异步的，因此主要的难点是如何处理备库上的脏数据。应该将备库用作只读的， 而主库可以同时处理读和写査询。

通常需要修改应用以适应这种分离需求。然后应用就可以使用主库来进行写操作，并将 读操作分配到主库和备库上3如果不太关心数据是否是脏的，可以使用备库，而对需要 即时数据的请求使用主库。我们将这称为读/写分离。

如果使用的是主动一被动模式的主一主复制对，同样也要考虑这个问题。使用这种配置 时,只有主动服务器接受写操作。如果能够接受读到脏数据,可以将读分配给被动服务器。

最大的问题是如何避免由于读了脏数据引起的奇怪问题。一个典型的例子是当一个用户 做了某些修改，例如增加了一条博客文章的评论，然后重新加载页面，但并没有看到更新， 因为应用从备库读取到了脏的数据。

比较常见的读/写分离方法如下：

基于查询分离

最简单的分离方法是将所有不能容忍脏数据的读和写査询分配到主动或主库服务器 上。其他的读查询分配到备库或被动服务器上。该策略很容易实现，但事实上无法

有效地使用备库，因为只有很少的査询能容忍脏数据。

基于脏数据分离

这是对基于查询分离方法的小改进。需要做一些额外的工作，让应用检査复制延迟， 以确定备库数据是否太旧。许多报表类应用都使用这个策略：只鬻要晚上加载的数 据复制到备库即可，它们并不关心是不是100%跟上了主库。

基于会话分离

另一个决定能否从备库读数据的稍微复杂一点的方法是判读用户自己是否修改了数 据。用户不需要看到其他用户的最新数据，但需要看到自己的更新。可以在会话层 设置一个标记位，表明做了更新，就将该用户的查询在一段时间内总是指向主库。 这是我们通常推荐的策略，因为它是在简单和有效性之间的一种很好的妥协。

如果有足够的想象力，可以把基于会话的分离方法和复制延迟监控结合起来。如果 用户在10秒前更新了数据，而所有备库延迟在5秒内，就可以安全地从备库中读取 数据。但为整个会话选择同一个备库是一个很好的主意，否则用户可能会奇怪有些 备库的更新速度比其他服务器要慢。

基于版本分离

这和基于会话的分离方法相似：你可以跟踪对象的版本号以及/或者时间戳，通过 从备库读取对象的版本或时间戳来判断数据是否足够新。如果备库的数据太旧，可 以从主库获取最新的数据。即使对象本身没有变化，但如果是顶层对象，只要下面 的任何对象有变化，也可以增加版本号，这简化了脏数据检查（只需要检査顶层对 象一处就能判断是否有更新）。例如，在用户发表了一篇新文章后，可以更新用户的 版本。这样就会从主库去读取数据了。

基于全局版本/会话分离

这个办法是基于版本分离和基于会话分离的变种。当应用执行写操作时，在提交事 务后，执行一次SHOW MASTER STATUS操作。然后在缓存中存储主库日志坐标，作 为被修改对象以及/或者会话的版本号。当应用连接到备库时，执行SHOW SLAVE STATUS并将备库上的坐标和缓存中的版本号相对比。如果备库相比记录点更新，就 可以安全地读取备库数据。

大多数读/写分离解决方案都需要监控复制延迟来决策读査询的分配，不管是通过复制 或负载均衡器，或是一个中间系统。如果这么做，需要注意通过SHOW SLAVE STATUS得 到的Seconds\_behind\_master列的值并不能准确地用于监控延迟。（详情参阅第10章）。 Percona Toolkit中的*pt-heartbeat*工具能够帮助监控延迟，并维护元数据，例如二进制日 志位置，这可以减轻之前我们讨论的一些策略存在的问题。

如果不在乎用昂贵的硬件来承载压力，也就可以不使用复制来扩展读操作，这样当然更 简单。这可以避免在主备上分离读的复杂性。有些人认为这很有意义；也有人认为会浪 费硬件°这种分歧是由于不同的目的引起的：你是只需要可扩展性，还是要同时具有可 扩展性和高利用率？如果需要高利用率，那么备库除了保存数据副本外还需要承担其他 任务，就不得不处理这些额外的复杂度。
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1. .修改应用的配置

还有一个分发负载的方法是重新配置应用。例如，你可以配置多个机器来分担生成大报 表操作的负载。每台机器可以配置成连接到不同的MySQL备库，并为第/V个用户或网 站生成报表。

这样的系统很容易实现，但如果需要修改一些代码——包括配置文件修改——会变得脆 弱且难以处理。硬编码有着固有的限制，需要在每台服务器上修改硬编码，或者在一个 中心服务器上修改，然后通过文件副本或代码控制更新命令“发布”到其他服务器上。 如果将配置存储在服务器或缓存中，就可以避免这些麻烦。

1. .修改DNS名

这是一个比较粗糙的负载均衡技术，但对于一些简单的应用，为不同的目的创建DNS 还是很实用的。你可以为不同的服务器指定一个合适的名字。最简单的方法是只读服务 器拥有一个DNS名，而给负责写操作的服务器起另外一个DNS名。如果备库能够跟上 主库，那就把只读DNS名指定给备库，当出现延迟时，再将该DNS名指定给主库。

这种DNS技术非常容易实现，但也有很多缺点。最大的问题是无法完全控制DNS。

* 修改DNS并不是立刻生效的，也不是原子的。将DNS的变化传递到整个网络或在 网络间传播都需要比较长的时间。
* DNS数据会在各个地方缓存下来，它的过期时间是建议性质的，而非强制的。
* 可能需要应用或服务器重启才能使修改后的DNS完全生效。
* 多个IP地址共用一个DNS名并依赖于轮询行为来均衡请求，这并不是一个好主意。 因为轮询行为并不总是可预知的。
* DBA可能没有权限直接访问DNSO

除非应用非常简单，否则依赖于不受控制的系统会非常危险。你可以通过修改*/etc/hosts* 文件而非DNS来改善对系统的控制。当发布一个对该文件的更新时，会知道该变更已 经生效。这比等待缓存的DNS失效要好得多。但这仍然不是理想的办法。

我们通常建议人们构建一个完全不依赖DNS的应用。即使应用很简单也适用，因为你 无法预知应用会增长到多大规模。

4.转移IP地址

一些负载均衡解决方案依赖于在服务器间转移虚拟地址注气一般能够很好地工作。这听 起来和修改DNS很像，但完全是两码事。服务器不会根据DNS名去监听网络流量，而 是根据指定的IP地址去监听流量，所以转移IP地址允许DNS名保持不变。你可以通过 ARP （地址解析协议）命令强制使IP地址的更改快速而且原子性地通知到网络上。

我们看过的使用最普遍的技术是Pacemaker,这是Linux-HA项目的Heartbeat工具的继 承者。你可以使用单个IP地址，为其分配一个角色，例如read-only,当需要在机器间 转移IP地址时，它能够感知到。其他类似的工具包括LVS和Wackamoleo

一个比较方便的技术是为每个物理服务器分配一个固定的IP地址。该IP地址固定在服 务器上，不再改变。然后可以为每个逻辑上的“服务”使用一个虚拟IP地址。它们能够 很方便地在服务器间转移，这使得转移服务和应用实例无须再重新配置应用，因此更加 容易。即使不怎么经常转移IP地址，这也是一个很好的特性。

11.3.2引入中间件

迄今为止，我们所讨论的方案都假定应用跟MySQL服务器是直接相连的。但是许多负 载均衡解决方案都会引入一个中间件，作为网络通信的代理。它一边接受所有的通信请 求，另一边将这些请求派发到指定的服务器上，然后把执行结果发送回请求的机器上。 中间件可以是硬件设备或是软件曲2。图11・10描述了这种架构。这种解决方案通常能工 作得很好，当然除非为负载均衡器本身增加冗余，这样才能避免单点故障引起的整个系 统瘫痪。从开源软件，如HAProxy,到许多广为人知的商业系统，有许多负载均衡器得饷口 到了成功的应用。
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图**11-10：**作为中间件的员载均衡器

注11 ：虚拟IP地址不是直接连接到任何特定的计算机或网络端口，而是“漂浮”在计算机之间。

注12：你可以把诸如LVS这样的解决方案配置成只有应用需要创建一个新连接时才参与进来，此后不再 作为中间件。

1. 负载均衡器

在市场上有许多负载均衡硬件和软件，但很少有专门为MySQL服务器设计的注七Web 服务器通常更需要负载均衡，因此许多多用途的负载均衡设备都会支持HTTP,而对其 他用途则只有一些很少的基本特性。MySQL连接都只是正常的TCP/IP连接，所以可以 在MySQL ±使用多用途负载均衡器。但由于缺少MySQL专有的特性，因此会多一些 限制。

* 除非负载均衡器知道MySQL的真实负载，否则在分发请求时可能无法做到很好的 负载均衡。不是所有的请求都是等同的，但多用途负载均衡器通常对所有的请求一 视同仁。
* 许多负载均衡器知道如何检査一个HTTP请求并把会话“固定”到一个服务器上以 保护在Web服务器上的会话状态。MySQL连接也是有状态的，但负载均衡器可能 并不知道如何把所有从单个HTTP会话发送的连接请求“固定”到一个MySQL服 务器上。这会损失一部分效率。（如果单个会话的请求都是发到同一个MySQL服务 器，服务器的缓存会更有效率。）
* 连接池和长连接可能会阻碍负载均衡器分发连接请求。例如，假如一个连接池打开 了预先配置好的连接数，负载均衡器在已有的四个MySQL服务器上分发这些连接。 现在增加了两个以上的MySQL服务器。由于连接池不会请求新连接，因而新的服 务器会一直空闲着。池中的连接会在服务器间不公平地分配负载，导致一些服务器

国〉 超出负载，一些则几乎没有负载。可以在多个层面为连接设置失效时间来缓解这个

问题，但这很复杂并且很难做到。连接池方案只有它们本身能够处理负载均衡时才 能工作得很好。

* 许多多用途负载均衡器只会针对HTTP服务器做健康和负载检查。一个简单的负载 均衡器最少能够核实服务器在一个TCP端口上接受的连接数。更好的负载均衡器能 够自动发起一个HTTP请求，并检査返回值以确定这个Web服务器是否正常运转。 MySQL并不接受到3306端口的HTTP请求，因此需要自己来构建健康检査方法。 你可以在MySQL服务器上安装一个HTTP服务器软件，并将负载均衡器指向一个 脚本，这个脚本检査MySQL服务器的状态并返回一个对应的状态值注％最重要的 是检査操作系统负载（通过査看*/proc/loadavg}.*复制状态，以及MySQL的连接数。

1. 负载均衡算法

有许多算法用来决定哪个服务器接受下一个连接。每个厂商都有各自不同的算法，下面

注**13： MySQL Proxy**是个例外，但目前还未能证明能够很好地工作，因为它会带来一些问题，例如延迟 增加以及可扩展性瓶颈。

注**14：**实际上，如果能编码实现一个监听**80**端口的程序，或者配**K** *xinetd*来调用程序，甚至不需要再安 装一个**Web**服务器。

这个清单列出了一些可用的方法：

随机

负载均衡器随机地从可用的服务器池中选择一个服务器来处理请求。

轮询

负载均衡器以循环顺序发送请求到服务器，例如：A, B, C, A, B, Co

最少连接数

下一个连接请求分配给拥有最少活跃连接的服务器。

最快响应

能够最快处理请求的服务器接受下一个连接。当服务器池里同时存在快速和慢速服 务器时，这很有效。即使同样的査询在不同的场景下运行也会有不同的表现，例如 当査询结果已经缓存在査询缓存中，或者服务器缓在中已经包含了所需要的数据时。 哈希

负载均衡器通过连接的源IP地址进行哈希，将其映射到池中的同一个服务器上。每 次从同一个IP地址发起请求，负载均衡器都会将请求发送给同样的服务器。只有当 池中服务器数目改变时这种绑定才会发生变化。
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权重

负载均衡器能够结合使用上述几种算法。例如,你可能拥有单CPU和双CPU的机器。 双CPU机器有接近两倍的性能，所以可以让负载均衡器分派两倍的请求给双CPU 机器。

哪种算法最优取决于具体的工作负载。例如最少连接算法，如果有新机器加入，可能会 有大量连接涌入该服务器，而这时候它的缓存还没有包含热数据。本书第一版的作者曾 经亲身体验了这种情况。

你需要通过测试来为你的工作负载找到最好的性能。除了正常的日常运转，还需要考虑 极端情况。在比较极端的情况下一一例如负载升高，修改模式，或者多台服务器下线一一 至少要避免系统出现重大错误。

我们这里只描述了即时处理请求的算法，无须对连接请求排队。但有时候使用排队算法 可能更有效。例如，一个算法可能只维护给定的数据库服务器并发数目，同一时刻只允 许不超过N个活跃事务。如果有太多的活跃事务，就将新的请求放到一个队列里，然后 让可用服务器列表的第一个来处理它。有些连接池也支持队列算法。

1. 在服务器池中增加/移除服务器

增加一个服务器到池中并不是简单地插入进去，然后通知负载均衡器就可以了。你可能 以为只要不是一下子涌进大量连接请求就可以了，但并不一定如此。有时候你会缓慢增

加一台服务器的负载，但一些缓存还是“冷”的服务器可能会慢到在一段时间内都无法 处理任何的用户请求。如果用户浏览一个页面需要30秒才能返回数据，即使流量很小， 这个服务器也是不可用的。有一个方法可以避免这个问题，在通知负载均衡器有新服务 器加入前，可以暂时把SELECT査询映射到一台活跃服务器上。然后在新开启的服务器上 读取和重放活跃服务器上的日志文件，或者捕捉生产服务器上的网络通信，并重放它的 一部分査询。Percona Toolkit中的*pt-query-digest* I具能够有所帮助。另一个有效的办 法是使用Percona Server或MySQL 5.6的快速预热特性。

在配置连接池中的服务器时，要保证有足够多未使用的容量，以备在撤下服务器做维护 时使用，或者当服务器失效时可以派上用场。每台服务器上都应该保留高于“足够”的 容量。

要确保配置的限制值足够高，即使从池中撤出一些服务器也能够工作。举个例子，如 LM> 果你发现每个MySQL服务器一般有100个连接，应该设置池中每个服务器的max\_ connections值为200。这样就算一半的服务器失效，服务器池整体也能处理同样数量 的请求。

11.3.3 一主多备间的负载均衡

最常见的复制拓扑结构就是一个主库加多个备库。我们很难绕开这个架构。许多应用都 假设只有一个目标机器用于所有的写操作，或者所有的数据都可以从单个服务器上获得。 尽管这个架构不太具有很好的可扩展性，但可以通过一些办法结合负载均衡来获得很好 的效果。本小节将讲述其中的一些技术。

功能分区

正如之前讨论的，对于特定的目的可以通过配置备库或一组备库来极大地扩展容量。 一些比较常见的功能包括报表、分析、数据仓库，以及全文检索。在第10章有更多 的细节。

过滤和数据分区

可以使用复制过滤技术在相似的备库上对数据进行分区（参考第10章）。只要数据 在主库上已经被隔离到不同的数据库或表中，这种方法就可以奏效。不幸的是，没 有内建的办法在行级别上进行复制过滤。你需要使用一些独创性的技术来实现这一 点，例如使用触发器和一组不同的表。

即使不把数据分区到各个备库上，也可以通过对读进行分区而不是随机分配来提高 缓存效率。例如，可以把对以字母A—M开头的用户名的读操作分配给一个给定的 备库，把以N—Z开头的分配给另外一个。这能够更好地利用每台机器的缓存，因 为分离读更可能在缓存中找到相关的数据。最好的情况下，当没有写操作时，这样

使用的缓存相当于两台服务器缓存的总和。相比之下，如果随机地在备库上分配读 操作，每个机器的缓存本质上还是重复的数据，而总的有效缓存效率和一个备库缓 存\_样，不管你有多少台备库。

将部分写操作转移到备库

主库并不总是需要处理写操作中的所有工作。你可以分解写査询，并在备库上执行 其中的一部分，从而显著减少主库的工作量。更多内容参见第10章。

保证备库跟上主库

如果要在备库执行某种操作，它需要即时知道数据处于哪个时间点一一哪怕需要等 待一会儿才能到达这个点——可以使用函数MASTER\_POS\_WAIT()阻塞直到备库赶上 了设置的主库同步点。另一种替代方案是使用复制心跳来检査延迟情况;更多内容 <565] 参见第10章。

同步写操作

也可以使用MASTER,P0S\_WAIT()函数来确保写操作已经被同步到一个或多个备库 ±o如果应用需要模拟同步复制来保证数据安全性，就可以在多个备库上轮流执行 MASTER\_POS\_WAIT()函数。这就类似创建了一个“同步屏障”，当任意一个备库出现 复制延迟时，都可能花费很长时间完成，所以最好在确实需要的时候才使用这种方 法。(如果你的目的只是确保某些备库拥有事件，可以只等待一台备库接收到事件。 MySQL 5.5增加了半同步复制，能够支持这项技术。)

11.4总结

正确地扩展MySQL并没有看起来那么美好。从第一天就建立下一个Facebook架构，这 并不是正确的方式。最好的策略是实现应用所明确需要的，并为可能的快速增长做好预 先规划，成功的规划是可以为任何必要的措施筹集资金以满足需求。

为可扩展性制定一个数学意义上的定义是很有意义的，就像为性能制定了一个精确概念 一样。USL能够提供一个有帮助的框架。如果知道系统无法做到线性扩展是因为诸如 序列化或交互操作的开销，将可以帮助你避免将这些问题带入到应用中。同时，许多可 扩展性问题并不是可以从数学上定义的；可能是由于组织内部的问题，例如缺少团队协 作或其他不适当的问题。Neil J. Gunther博士所写的*Guerrilla Capacity Planning*以及 Eliyahu M. Goldratt写的*The Goal*可以帮助有兴趣的读者了解为什么系统无法扩展。

在MySQL扩展策略方面，典型的应用在增长到非常庞大时，通常先从单个服务器转移 到向外扩展的拥有读备库的架构，再到数据分片和/或者按功能分区。我们并不同意那 些提倡为每个应用“尽早分片，尽量分片(shard early, shard often)的建议。这很复杂 且代价昂贵，并且许多应用可能根本不需要。可以花一些时间去看看新的硬件和新版本 的MySQL有哪些变化，或者MySQL Cluster有哪些新的进展，甚至去评估一些专门的 系统，例如Clustrixo毕竟数据分片是一个手工搭建的集群系统，如果没有必要，最好 不要重复发明轮子。

当存在多个服务器时，可能出现跟一致性或原子性相关的问题。我们看到的最普遍的问 题是缺少会话一致性（在网站上发表一篇评论，刷新页面，但找不到刚刚发布的评论）， 或者无法有效告诉应用哪些服务器是可写的，哪些是可读的。后一种可能更严重，如果 E566＞将应用的写操作指向多个地方，就会不可避免地遭遇数据问题，需要花费大量时间而且 很难解决。负载均衡器可以解决这个问题，但它本身也有一些问题，有时候还会使得原 本希望解决的问题恶化。这也是我们在下一章要讲述高可用性的原因。

第**12**章@

高可用性

本章将讲述我们提到的复制、可扩展性以及高可用性三个主题中的第三个。归根结底， 高可用性实际上意味着“更少的宕机时间”。然而糟糕的是，高可用性经常和其他相关 的概念混淆，例如冗余、保障数据不丢失，以及负载均衡。我们希望之前的两章已经为 清楚地理解高可用性做了足够的铺垫。跟其他两章一样，这一章也不仅仅是关注高可用 性的内容，一些相关的话题也会综合阐述。

12.1什么是高可用性

高可用性实际上有点像神秘的野兽。它通常以百分比表示，这本身也是一种暗示：高可 用性不是绝对的，只有相对更高的可用性。100%的可用性是不可能达到的。可用性的“9” 规则是表示可用性目标最普遍的方法。你可能也知道，“5个9”表示99.999%的正常可 用时间。换句话说，每年只允许5分钟的宕机时间。对于大多数应用这已经是令人惊叹 的数字，尽管还有一些人试图获得更多的“9”。

每个应用对可用性的需求各不相同。在设定一个可用时间的目标之前，先问问自己，是 不是确实需要达到这个目标。可用性每提高一点，所花费的成本都会远超之前；可用性 的效果和开销的比例并不是线性的。需要保证多少可用间，取决于能够承担多少成本。 高可用性实际上是在宕机造成的损失与降低宕机时间所花费的成本之间取一个平衡。换 句话说，如果需要花大量金钱去获得更好的可用时间，但所带来的收益却很低，可能就 不值得去做。总的来说，应用在超过一定的点以后追求更高的可用性是非常困难的，成 本也会很高，因此我们建议设定一个更现实的目标并且避免过度设计。幸运的是，建立 2个9或3个9的可用时间的目标可能并不困难，具体情况取决于应用。

国〉有时候人们将可用性定义成服务正在运行的时间段。我们认为可用性的定义还应该包括 应用是否能以足够好的性能处理请求。有许多方法可以让一个服务器保持运行，但服务 并不是真正可用。对一个很大的服务器而言，重启MySQL之后，可能需要几个小时才 能充分预热以保证査询请求的响应时间是可以接受的，即使服务器只接收了正常流量的 一小部分也是如此。

另一个需要考虑的问题是，即使应用并没有停止服务，但是否可能丢失了数据。如果服 务器遭遇灾难性故障，可能多少都会丢失一些数据，例如最近已经写入（最新丢失的） 二进制日志但尚未传递到备库的中继日志中的事务。你能够容忍吗？大多数应用能够容 忍;因为替代方案大多非常昂贵且复杂，或者有一些性能开销。例如，可以使用同步复制， 或是将二进制日志放到一个通过DRBD进行复制的设备上，这样就算服务器完全失效也 不用担心丢失数据。（但是整个数据中心也有可能会掉电。）

一个良好的应用架构通常可以降低可用性方面的需求，至少对部分系统而言是这样的， 良好的架构也更容易做到高可用。将应用中重要和不重要的部分进行分离可以节约不少 工作量和金钱，因为对于一个更小的系统改进可用性会更容易。可以通过计算“风险敞 口（risk exposure）”，将失效概率与失效代价相乘来确认高优先级的风险。画一个简单 的风险计算表，以概率、代价和风险敞口作为列，这样很容易找到需要优先处理的项目。

在前一章我们通过讨论如何避免导致糟糕的可扩展性的原因，来推出如何获得更好的可 扩展性。这里也会使用相似的方法来讨论可用性，因为我们相信；理解可用性最好的方 法就是研究它的反面一一宕机时间。接下来的小节我们会讨论为什么会出现宕机。

12.2导致宕机的原因

我们经常听到导致数据库宕机最主要的原因是编写的SQL査询性能很差，真的是这样 吗？ 2009年我们决定分析我们客户的数据库所遇到的问题，以找出那些真正引起宕机 的问题，以及如何避免这些问题曲。结果证实了一些我们已有的猜想，但也否定了一些（错 误的）认识，我们从中学到了很多。

我们首先对宕机事件按表现方式而非导致的原因进行分类。一般来说，“运行环境”是 通〉排名第一的宕机类别，大约35%的事件属于这一类。运行环境可以看作是支持数据库服 务器运行的系统和资源集合，包括操作系统、硬盘以及网络等。性能问题紧随其后，也 是约占35% ；然后是复制，占20% ；最后剩下的10%包含各种类型的数据丢失或损坏， 以及其他问题。

注**1：** 我们在一个冗长的白皮书中完整地描述了对客户的宕机事故的分析，并于随后在另一份白皮书中 介绍了如何防止宕机，包括可以定期执行的详细检查清单。本书没有这么多篇幅来描述所有的细节， 你可以从**Percona**的网站（*http://www.percona.com*）获得这两份白皮书。

我们对事件按类型进行分类后，确定了导致这些事件的原因。以下是一些需要注意的 地方：

* 在运行环境的问题中，最普遍的问题是磁盘空间耗尽。
* 在性能问题中，最普遍的宕机原因确实是运行很糟糕的SQL,但也不一定都是这个 原因，比如也有很多问题是由于服务器Bug或错误的行为导致的。
* 糟糕的Schema和索引设计是第二大影响性能的问题。
* 复制问题通常由于主备数据不一致导致。
* 数据丢失问题通常由于DROP TABLE的误操作导致，并总是伴随着缺少可用备份的问 题。

复制虽然常被人们用来改善可用时间，但却也可能导致宕机。这主要是由于不正确的使 用导致的，即便如此，它也阐明了一个普遍的情况:许多高可用性策略可能会产生反作用， 我们会在后面讨论这个话题。

现在我们已经知道了主要宕机类别，以及有什么需要注意，下面我们将专门介绍如何获 得高可用性。

12.3如何实现高可用性

可以通过同时进行以下两步来获得高可用性。首先，可以尝试避免导致宕机的原因来减 少宕机时间。许多问题其实很容易避免，例如通过适当的配置、监控，以及规范或安全 保障措施来避免人为错误。第二，尽量保证在发生宕机时能够快速恢复。最常见的策略 是在系统中制造冗余，并且具备故障转移能力。这两个维度的高可用性可以通过两个相 关的度量来确定：平均失效时间（MTBF）和平均恢复时间（MTTR）。一些组织会非常 仔细地追踪这些度量值。

第二步——通过冗余快速恢复一一很不幸，这里是最应该注意的地方，但预防措施的投 资回报率会很高。接下来我们来探讨一些预防措施。

12.3.1提升平均失效时间（MTBF）

其实只要尽职尽责地做好一些应做的事情，就可以避免很多宕机。在分类整理宕机事件 并追查导豉宕机的根源时，我们还发现，很多宕机本来是有一些方法可以避免的。我们 发现大部分宕机事件都可以通过全面的常识性系统管理办法来避免。以下是从我们的白 皮书中摘录的指导性建议，在白皮书中有我们详细的分析结果。

* 测试恢复工具和流程，包括从备份中恢复数据。
* 遵从最小权限原则。
* 保持系统干净、整洁。
* 使用好的命名和组织约定来避免产生混乱，例如服务器是用于开发还是用于生产环 境。

•'谨慎安排升级数据库服务器。

* 在升级前，使用诸如Percona Toolkit中的*pt-upgrade*之类的工具仔细检査系统。
* 使用InnoDB并进行适当的配置，确保InnoDB是默认存储引擎。如果存储引擎被禁 止，服务器就无法启动。
* 确认基本的服务器配置是正确的。
* 通过 skip\_name\_ resolve 禁止 DNSO
* 除非能证明有效，否则禁用查询缓存。
* 避免使用复杂的特性，例如复制过滤和触发器，除非确实需要。
* 监控重要的组件和功能，特别是像磁盘空间和RAID卷状态这样的关键项目，但也 要避免误报，只有当确实发生问题时才发送告警。
* 尽量记录服务器的状态和性能指数，如果可能就尽量久地保存。
* 定期检査复制完整性。
* 将备库设置为只读，不要让复制自动启动。
* 定期进行查询语句审查。
* 归档并清理不需要的数据。
* 为文件系统保留一些空间。在GNU/Linux中，可以使用■加选项来为文件系统本身 保留空间。还可以在LVM卷组中留下一些空闲空间。或者，更简单的方法，仅仅 创建一个巨大的空文件，在文件系统快满时，直接将其删除。注2

国〉•养成习惯，评估和管理系统的改变、状态以及性能信息。

我们发现对系统变更管理的缺失是所有导致宕机的事件中最普遍的原因。典型的错误包 括粗心的升级导致升级失败并遭遇一些Bug,或是尚未测试就将Schema或查询语句的 更改直接运行到线上，或者没有为一些失败的情况制定计划，例如达到了磁盘容量限制。 另外一个导致问题的主要原因是缺少严格的评估，例如因为疏忽没有确认备份是否是可 以恢复的。最后，可能没有正确地监控MySQL的相关信息。例如缓存命中率报警并不 能说明出现问题，并且可能产生大量的误报，这会使监控系统被认为不太有用，于是一 些人就会忽略报警。有时候监控系统失效了，甚至没人会注意到，直至你的老板质问你， “为什么Nagios没有告诉我们磁盘已经满了”。

注**2：.**这是**100%**跨平台兼容的。

12.3.2降低平均恢复时间(MTTR)

之前提到，可以通过减少恢复时间来获得高可用性。事实上，一些人走得更远，只专注 于减少恢复时间的某个方面：通过在系统中建立冗余来避免系统完全失效，并避免单点 失效问题。

在降低恢复时间上进行投资非常重要，一个能够提供冗余和故障转移能力的系统架构， 则是降低恢复时间的关键环节。但实现高可用性不单单是一个技术问题，还有许多个人 和组织的因素。组织和个人在避免宕机和从宕机事件中恢复的成熟度和能力层次各不相 同。

团队成员是最重要的高可用性资产，所以为恢复制定一个好的流程非常重要。拥有熟练 技能、应变能力、训练有素的雇员，以及处理紧急事件的详细文档和经过仔细测试的流程， 对从宕机中恢复有巨、大的作用。但也不能完全依赖工具和系统，因为它们并不能理解实 际情况的细微差别，有时候它们的行为在一般情况下是正确的，但在某些场景下却会是 个灾难！

对宕机事件进行评估有助于提升组织学习能力，可以帮助避免未来发生相似的错误，但 是不要对“事后反思”或“事后的调査分析”期待太高。后见之明被严重曲解，并且一 味想找到导致问题的唯一根源，这可能会影响你的判断力注3。许多流行的方法，例如“五 个为什么”，可能会被过度使用，导致一些人将他们的精力集中在找到唯一的替罪羊。很 难去回顾我们解决的问题当时所处的状况，也很难理解真正的原因，因为原因通常是多 方面的。因此，尽管事后反思可能是有用的，但也应该对结论有所保留。即使是我们给 出的建议，也是基于长期研究导致宕机事件的原因以及如何预防它们所得，并且只是我 们的观点而已。

这里我们要反复提醒：所有的宕机事件都是由多方面的失效联合在一起导致的。因此, 可以通过利用合适的方法确保单点的安全来避免。整个链条必须要打断，而不仅仅是单 个环节。例如，那些向我们求助恢复数据的人不仅遭受数据丢失(存储失效，DBA误操 作等)，同时还缺少一个可用的备份。

这样说来，当开始调査并尝试阻止失效或加速恢复时，大多数人和组织不应太过于内疚, 而是要专注于技术上的一些措施一一特别是那些很酷的方法，例如集群系统和冗余架构。 这些是有用的，但要记住这些系统依然会失效。事实上，在本书第二版中提到的MMM 复制管理，我们已经失去了兴趣，因为它被证明可能导致更多的宕机时间。你应该不会

注**3：** 这里推荐两篇反驳常识的文章：**Richard Cook**的论文**"How Complex Systems Fail"** *(http://www.*

*ctlab.org/documents/How%20Complex%20Systems%20Fail.pdf)*和 **Malcolm Gladwell** 在他的 *What the Dog Saw* **(Little, Brown)** 一书中关于挑战者号航天飞机長难事件的文章。

奇怪一组Perl脚本会陷于混乱，但即使是特别昂贵并精密设计的系统也会出现灾难性的 失效——是的，即使是花费了大量金钱的SAN也是如此。我们已经见过太多的SAN失效。

12.4避免单点失效

找到并消除系统中的可能失效的单点，并结合切换到备用组件的机制，这是一种通过减 少恢复时间（MTTR）来改善可用性的方法。如果你够聪明，有时候甚至能将实际的恢 复时间降低至0,但总的来说这很困难。（即使一些非常引人注目的技术，例如昂贵的负 载均衡器，在发现问题并进行反馈时也会导致一定的延迟。）

思考并梳理整个应用,尝试去定位任何可能失效的单点。是一个硬盘驱动器,一台服务器， 一台交换或路由器，还是某个机架的电源？所有数据都在一个数据中心，或者冗余数据 中心是由同一个公司提供的吗？系统中任何不冗余的部分都是一个可能失效的单点。其 他比较普遍的单点失效依赖于一些服务，例如DNS、单一网络提供商注气单个云“可用 区域”，以及单个电力输送网，具体有哪些取决于你的关注点。

单点失效并不总是能够消除。增加冗余或许也无法做到，因为有些限制无法避开，例如 地理位置，预算，或者时间限制等。试着去理解每一个影响可用性的部分，采取一种平 衡的观点来看待风险，并首先解决其中影响最大的那个。一些人试图编写一个软件来处 □?3> 理所有的硬件失效，但软件本身导致的宕机时间可能比它节约的还要多。也有人想建立 一种“永不沉没”的系统，包括各种冗余，但他们忘记了数据中心可能掉电或失去连接。 或许他们彻底忘记了恶意攻击者和程序错误的可能性，这些情况可能会删除或损坏数 据 个不小心执行的DROP TABLE也会产生宕机时间。

可以采用两种方法来为系统增加冗余：增加空余容量和重复组件。增加容量余量通常很 简单——可以使用本章或前一章讨论的任何技术。一个提升可用性的方法是创建一个集 群或服务器池，并使用负载均衡解决方案。如果一台服务器失效，其他服务器可以接管 它的负载。有些人有意识地不使用组件的全部能力，这样可以保留一些“动态余量”来 处理因为负载增加或组件失效导致的性能问题。

出于很多方面的考虑会需要冗余组件，并在主要组件失效时能有一个备件来随时替换。 冗余组件可以是空闲的网卡、路由器或者硬盘驱动器一一任何能想到的可能失效的东西。 完全冗余MySQL服务器可能有点困难，因为一个服务器在没有数据时毫无用处。这意 味着你必须确保备用服务器能够获得主服务器上的数据。共享或复制存储是一个比较流 行的办法，但这真的是一个高可用性架构吗？让我们深入其中看看。

注**4：** 感觉太偏执了？检查你的冗余网络连接是不是真的连接到不同的互联网主干，确保它们的物理位 置不在同一条街道或者同一个电线杆上，这样它们才不会被同一个挖土机或者汽车破坏掉。

12.4.1共享存储或磁盘复制

共享存储能够为数据库服务器和存储解耦合，通常使用的是SAN。使用共享存储时，月艮 务器能够正常挂载文件系统并进行操作。如果服务器挂了，备用服务器可以挂载相同的 文件系统，执行需要的恢复操作，并在失效服务器的数据上启动MySQLo这个过程在 逻辑上跟修复那台故障的服务器没什么两样，不过更快速，因为备用服务器已经启动， 随时可以运行。当开始故障转移时，检査文件系统、恢复InnoDB以及预热注是最有可 能遇到延迟的地方，但检测失效本身在许多设置中也会花费很长时间。

共享存储有两个优点：可以避免除存储外的其他任何组件失效所引起的数据丢失，并为 非存储组件建立冗余提供可能。因此它有助于减少系统一些部分的可用性需求，这样就 可以集中精力关注一小部分组件来获得高可用性。不过，共享存储本身仍是可能失效的＜513 单点。如果共享存储失效了，那整个系统也失效了，尽管SAN通常设计良好，但也可 能失效，有时候需要特别关注。就算SAN本身拥有冗余也会失效。

主动一主动访问模式的共享存储怎么样？

在一个SAN.NAS或者集群文件系统上以主动一主动模式运行多个实例怎么样？ MySQL不能这么做。因为MySQL并没有被设计成和其他MySQL实例同步对 数据的访问，所以无法在同一份数据上开启多个MySQL实例。.（如果在一份只 读的静态数据上使用MylSAM,技术上是可行的，但我们还没有见过任何实际的 应用。）注&

MySQL的一个名为ScaleDB的存储引擎在底层提供了操作共享存储的API,但我 们还没有评估过，也没有见过任何生产环境使用。在写作本书时它还是beta版。

共享存储本身也有风险，如果MySQL崩溃等故障导致数据文件损坏，可能会导致备用 服务器无法恢复。我们强烈建议在使用共享存储策略时选择InnoDB存储引擎或其他稳 定的ACID存储引擎。一次崩溃几乎肯定会损坏MylSAM表,需要花费很长时间来修复， 并且会丢失数据。我们也强烈建议使用日志型文件系统。我们见过比较严重的情况是， 使用非日志型文件系统和SAN （这是文件系统的问题，跟SAN无关）导致数据损坏无 法恢复。

注**5： Percona Server**提供了 一个新特性，能够把**buffer pool**保存下来并在重启后还原，在使用共享存储

时能够很好地工作。这可以减少几个小时甚至好几天的预热时间。**MySQL5.6**也有相似的特性。

注**6 : MySQL 5.6.8**之后**InnoDB**也增加了一个只读模式，可以只读的方式用多个实例访问一份只读数据 文件。——译者注 磁盘复制技术是另外一个获得跟SAN类似效果的方法。MySQL中最普遍使用的磁盘复 制技术是DRBD *（http://www.drbd.org）*,并结合Linux-HA项目中的工具使用（后面会 介绍到）。

DRBD是一个以Linux内核模块方式实现的块级别同步复制技术。它通过网卡将主服务 器的每个块复制到另外一个服务器的块设备上（备用设备），并在主设备提交块之前记 录下来注’°由于在备用DRBD设备上的写入必须要在主设备上的写入完成之前，因此备 用设备的性能至少要和主设备一样，否则就会限制主设备的写入性能。同样，如果正在 使用DRBD磁盘复制技术以保证在主设备失效时有一个可随时替换的备用设备，备用服 务器的硬件应该跟主服务器的相匹配。带电池写缓存的RAID控制器对DRBD而言几乎 是必需的，因为在没有这样的控制器时性能可能会很差。

如果主服务器失效，可以把备用设备提升为主设备。因为DRBD是在磁盘块层进行复制, 而文件系统也可能会不一致。这意味着最好是使用日志型文件系统来做快速恢复。一旦 国〉设备恢复完成，MySQL还需要运行自身的恢复。原故障服务器恢复后，会与新的主设 备进行同步，并假定自身角色为备用设备。

从如何实际地实现故障转移的角度来看，DRBD和SAN很相似：有一个热备机器，开 始提供服务时会使用和故障机器相同的数据。最大的不同是，DRBD是复制存储—— 不是共享存储一一所以当使用DRBD时，获得的是一份复制的数据，而SAN则是使用 与故障机器同一物理设备上的相同数据副本。换句话说，磁盘复制技术的数据是冗余 的，所以存储和数据本身都不会存在单点失效问题。这两种情况下，当启动备用机器时, MySQL服务器的缓存都是空的。相比之下，备库的缓存至少是部分预热的。

DRBD有一些很好的特性和功能，可以防止集群软件普遍会遇到的一些问题。一个典型 的例子是“脑裂综合征”，在两个节点同时提升自己为主服务器时会发生这种问题。可 .以通过配置DRBD来防止这种事件发生。但是DRBD也不是一个能满足所有需求的完 美解决方案。我们来看看它有哪些缺点：

* DRBD的故障转移无法做到秒级以内。它通常至少需要几秒钟时间来将备用设备提 升成主设备，这还不包括任何必要的文件系统恢复和MySQL恢复。
* 它很昂贵，因为必须在主动一被动模式下运行。热备服务器的复制设备因为处于被 动模式，无法用于其他任务。当然这是不是缺点取决于看问题的角度。如果你希望 获得真正的高可用性并且在发生故障时不能容忍服务降级，就不应该在一台机器上 运行两台服务器的负载量，因为如果这么做了，当其中一台发生故障时，就无法处

注**7：** 事实上可以调整**DRDB**的同步级别，将其设置成异步等待远程设备接收数据，或者在远程设备将 数据写入磁盘前一直阻塞住。同样，强烈建议为**DRBD**专门使用一块网卡。

理这些负载了。可以用这些备用服务器做一些其他用途，例如用作备库，但还是会 有一些资源浪费。

* 对于MylSAM表实际上用处不大，因为MylSAM表崩溃后需要花费很长时间来检 査和修复。对任何期望获得高可用性的系统而言，MylSAM都不是一个好选择；请 使用InnoDB或其他支持快速、安全恢复的存储引擎来代替MylSAM。
* DRBD无法代替备份。如果磁盘由于蓄意的破坏、误操作、Bug或者其他硬件故障 导致数据损坏，DRBD将无济于事。此时复制的数据只是被损坏数据的完美副本。 你需要使用备份（或MySQL延时复制）来避免这些问题。
* 对写操作而言增加了负担。具体会增加多少负担呢？通常可以使用百分比来表示， 但这并不是一个好的度量方法。你需要理解写入时增加的延迟主要由网络往返开销 和远程服务器存储导致，特别是对于小的写入而言延迟会更大。尽管增加的延迟可 能也就0.3ms,这看起来比在本地磁盘上I/O的4 ~ 10ms的延迟要小很多，但却是 正常的带有写缓存的RAID控制器的延迟的3〜4倍：使用DRBD导致服务器变慢＜3亙I 最常见的原因是MySQL使用InnoDB并采取了完全轉久化模式注七这会导致许多小

的写入和fsync（）调用，通过DRBD同步时会非常慢。a9

我们倾向于只使用DRBD复制存放二进制日志的设备。如果主动节点失效，可以在被动 节点上开启一个日志服务器，然后对失效主库的所有备库应用这些二进制日志。接下来 可以选择其中一个备库提升为主库，以代替失效的系统。

说到底，共享存储和磁盘复制与其说是髙可用性（低宕机时间）解决方案，不如说是一 种保证数据安全的方法。只要拥有数据，就可以从故障中恢复，并且比无法恢复的情况 的MTTR更低。（即使是很长的恢复时间也比不能恢复要快。）但是相比于备用服务器启 动并一直运行的架构，大多数共享存储或磁盘复制架构会增加MTTR。有两种启用备用 设备并运行的方法：我们在第10章讨论的标准的MySQL复制，以及接下来会讨论的同 步复制。

12.4.2 MySQL同步复制

当使用同步复制时，主库上的事务只有在至少一个备库上提交后才能认为其执行完成。 这实现了两个目标：当服务器崩溃时没有提交的事务会丢失，并且至少有一个备库拥有 实时的数据副本。大多数同步复制架构运行在主动■主动模式。这意味着每个服务器在 任何时候都是故障转移的候选者，这使得通过冗余获得高可用性更加容易。

注8 : 这里的意思应该是innodb flush log at trx\_commit=l的情况。 译者注

注9： 另一方面，大的序列写入爻是京外二种宿况：由DRBD导致的增加的延迟实际上消失了，但呑吐 量的限制依然存在。一个合适的RAID阵列能够提供200〜500MB/S的序列写入呑吐，大大超过 千兆网络所能获得的呑吐量。

在写作本书时，MySQL本身并不支持同步复制注但有两个基于MySQL的集群解决 方案支持同步复制。你还可以阅读第10章、第11章和第13章讨论的其他产品，例如 Continuent Tungsten以及Clustrix,这些都相当有意思。

1. MySQL Cluster

MySQL中的同步复制首先出现在MySQL Cluster (NDB Cluster) o它在所有节点上进行 fl77> 同步的主■主复制。这意味着可以在任何节点上写入；这些节点拥有等同的读写能力。

每一行都是冗余存储的，这样即使丢失了一个节点，也不会丢失数据，并且集群仍然能 提供服务。尽管MySQL Cluster还不是适用于所有应用的完美解决方案，但正如我们在 前一章提到的，在最近的版本中它做了非常快速的改进，现在已经拥有大量的新特性和 功能：非索引数据的磁盘存储、增加数据节点能够在线扩展、使用ndbinf。表来管理集 群、配置和管理集群的脚本、多线程操作、下推(push-down)的关联操作(现在称为 自适应查询本地化)、能够处理BLOB列和很多列的表、集中式的用户管理，以及通过 像memcached协议一样的NDB API来实现NoSQL访问。在下一个版本中将包含最终一 致运行模式，包括为跨数据中心的主动-主动复制提供事务冲突检测和跨WAN解决方案。 简而言之，MySQL Cluster是一项引人注目的技术。

现在至少有两个为简化集群部署和管理提供附加产品的供应商：Oracle针对MySQL Cluster 的服务支持包含了 MySQL Cluster Manager I具 5 Severalnines 提供了 Cluster Control工具*(http://www.severalnines.com),*该工具还能够帮助部署和管理复制集群。

1. Percona XtraDB Cluster

Percona XtraDB Cluster是一个相对比较新的技术，基于已有的XtraDB (innoDB)存储 引擎增加了同步复制和集群特性，而不是通过一个新的存储引擎或外部服务器来实现。 它是基于Galera (支持在集群中跨节点复制写操作)实现的注气这是一个在集群中不同 节点复制写操作的库。跟MySQL Cluster类似，Percona XtraDB Cluster提供同步多主库 复制注”，支持真正的任意节点写入能力，能够在节点失效时保证数据零丢失(持久性, ACID中的D),另外还提供高可用性，在整个集群没有失效的情况下，就算单个节点失 效也没有关系。

**Galera**作为底层技术，使用一种被称为写入集合**(write.set)**复制的技术。写入集合实 际上被作为基于行的二进制日志事件进行编码，目的是在集群中的节点间传输并进行更 注**10： MySQL 5.5**支持半同步复制，参见第**10**章。

注 **11 ： Galera** 技术由 **Codership Oy (***http://w^v.codership.com*)开发，可以作为一个补丁在标准的 **MySQL** 和**InnoDB**中使用。**Percona XtraDB Cluster**除了其他特性和功能外，还包含这组补丁的修改版本. **Percona XtraDB Cluster**是一个可以直接使用的基于**Galera**的解决方案。

注**12：**你可以通过配置主备只写入其中一个节点来实现，但在集群配置中，对于这种模式的操作没有什 么不同。

新，但是这不要求二进制日志是打开的。

Percona XtraDB Cluster的速度很快。跨节点复制实际上比没有集群还要快，因为在完全 持久性模式下，写入远程RAM比写入本地磁盘要快。如果你愿意，可以选择通过降低 每个节点的持久性来获得更好的性能，并且可以依赖于多个节点上的数据副本来获得持 久性。NDB也是基于同样的原理实现的。集群在整体上的持久性并没有降低；仅仅是降 低了本地节点的持久性。除此之外，还支持行级别的并发（多线程）复制，这样就可以 利用多个CPU核心来执行写入集合。这些特性结合起来使得Percona XtraDB Cluster非 常适合云计算环境，因为云计算环境中的CPU和磁盘通常比较慢。

在集群中通过设置autoinc rementof f set和autoincrementincrement来实现自增键， 以使节点间不会生成冲突的主键值。锁机制和标准InnoDB完全相同，使用的是乐观并 发控制。当事务提交时，所有的更新是序列化的，并在节点间传输，同时还有一个检测 过程，以保证一旦发生更新冲突，其中一些更新操作需要丢弃。这样如果许多节点同时 修改同样的数据，可能产生大量的死锁和回滚。

Percona XtraDB Cluster R要集群内在线的节点数不少于“法定人数（quorum）”就能保 证服务的高可用性。如果发现某个节点不属于“法定人数”中的一员，就会从集群中将 其踢出。被踢出的节点在再次加入集群前必须重新同步。因此集群也无法处理“脑裂综 合征”；如果出现脑裂则集群会停止服务。在一个只有两个节点的集群中，如果其中一 个节点失效，剩下的一个节点达不到“法定人数”，集群将停止服务，所以实际上最少 需要三个节点才能实现高可用的集群。

Percona XtraDB Cluster 有许多优点：

* 提供了基于InnoDB的透明集群，所以无须转换到另外的技术，例如NDB这样完全 不同的技术需要很多学习成本和管理。
* 提供了真正的高可用性，所有节点等效，并在任何时候提供读写服务。相比较而言, MySQL内建的异步复制和半同步复制必须要有一个主库，并且不能保证数据被复制 到备库，也无法保证备库数据是最新的并能够随时提升为主库。
* 节点失效时保证数据不丢失。实际上，由于所有的节点都拥有全部数据，因此可以' 丢失任意一个节点而不会丢失数据（即使集群出现脑裂并停止工作）。这和NDB不同， NDB通过节点组进行分区，当在一个节点组中的所有服务器失效时就可能丢失数据。
* 备库不会延迟，因为在事务提交前，写入集合已经在集群的所有节点上传播并被确 认了。
* 因为是使用基于行的日志事件在备库上进行更新，所以执行写入集合比直接执行更 新的开销要小很多，就和使用基于行的复制差不多。当结合多线程应用的写入集合时, 可以使其比MySQL本身的复制更具备可扩展性。

1~579> 当然我们也需要提及Percona XtraDB Cluster的一些缺点：

* 它很新，因此还没有足够的经验来证明其优点和缺点，也缺乏合适的使用案例。
* 整个集群的写入速度由最差的节点决定。因此所有的节点最好拥有相同的硬件配置, 如果一个节点慢下来（例如，RAID卡做了一次battery-learn循环），所有的节点都 会慢下来。如果一个节点接收写入操作变慢的可能性为F,那么有3个节点的集群 变慢的可能性为3PO

•没有NDB那样节省空间，因为每个节点都需要保存全部数据，而不是仅仅一部分。 但另一方面，它基于Percona XtraDB （innoDB的增强版本），也就没有NDB关于 磁盘数据限制的担忧。

•当前不支持一些在异步复制中可以做的操作，例如在备库上离线修改schema,然后 将其提升为主库，然后在其他节点上重复离线修改操作。当前可替代的选择是使用 诸如Percona Toolkit中的在线schema修改工具。不过滚动式schema升级（rolling schema upgrade）在写作本书时也即将发布。

•当向集群中增加一个新节点时，需要复制所有的数据，还需要跟上不断进行的写入 操作，所以一个拥有大量写入的大型集群很难进行扩容。这实际上限制了集群的数 据大小。我们无法确定具体的数据。但悲观地估计可能低至100GB或更小，也可能 会大得多。这一点需要时间和经验来证明。

•复制协议在写入时对网络波动比较敏感，这可能导致节点停止并从集群中踢出。所 以我们推荐使用高性能网络，另外还需要很好的冗余。如果没有可靠的网络，可能 会导致需要频繁地将节点加入到集群中。这需要重新同步数据。在写本书时，有一 个几乎接近可用的特性，即通过增量状态传输来避免完全复制数据集，因此未来这 并不是一个问题。还可以配置Galera以容忍更大的网络延迟（以延迟故障检测为代 价），另外更加可靠的算法也计划在未来的版本中实现。

* 如果没有仔细关注，集群可能会增长得太大，以至于无法重启失效节点，就像在一 个合理的时间范围内，如果在日常工作中没有定期做恢复演练，备份也会变得太过 庞大而无法用于恢复。我们需要更多的实践经验来了解它事实上是如何工作的。

•由于在事务提交时需要进行跨节点通信，写入会更慢，随着集群中增加的节点越来 越多，死锁和回滚也会更加频繁。（参阅前一章了解为什么会发生这种情况。）

Percona XtraDB Cluster和Galera都处于其生命周期的早期，正在被快速地修改和改进。 [» 在写作本书时，正在进行或即将进行的改进包括群体行为、安全性、同步性、内存管理、 状态转移等。未来还可以为离线节点执行诸如滚动式schema变更的操作。

12.4.3基于复制的冗余

复制管理器是使用标准MySQL复制来创建冗余的工具注I3O尽管可以通过复制来改善可 用性，但也有一些“玻璃天花板”会阻止MySQL当前版本的异步复制和半同步复制获 得和真正的同步复制相同的结果。复制无法保证实时的故障转移和数据零丢失，也无法 将所有节点等同对待。

复制管理器通常监控和管理三件事:应用和MySQL间的通信、MySQL服务器的健康度， 以及MySQL服务器间的复制关系。它们既可以修改负载均衡的配置，也可以在必要的 时候转移虚拟IP地址以使应用连接到合适的服务器上，还能够在一个伪集群中操纵复制 以选择一个服务器作为写入节点。大体上操作并不复杂：只需要确定写入不会发送到一 个还没有准备好提供写服务的服务器上，并保证当需要提升一台备库为主库时记录下正 确的复制坐标。

这听起来在理论上是可行的，但我们的经验表明实际上并不总是能有效工作。事实上这 非常糟糕，有些时候最好有一些轻量级的工具集来帮助从常见的故障中恢复并以很少的 开销获得较高的可用性。不幸的是，在写作本书时我们还没有听说任何一个好的工具集 可以可靠地完成这一点。稍后我们会介绍两个复制管理器注气其中一个很新，而另外一 个则有很多问题。

我们发现很多人试图去写自己的复制管理器。他们常常会陷入很多人已经遭遇过的陷阱。 自己去写一个复制管理器并不是好主意。异步组件有大量的故障形式，很多你从未亲身 经历过，其中一些甚至无法理解，并且程序也无法适当处理，因此从这些异步组件中得 到正确的行为相当困难，并且可能遭遇数据丢失的危险。事实上，机器刚开始出现问题时， 由一个经验丰富的人来解决是很快的，但如果其他人做了一些错误的修复操作则可能导 致问题更严重。

我们要提到的第一个复制管理器是MMM *(http://mysql-mmm.org)*,本书的作者对于该 工具集是否适用于生产环境部署的意见并不一致(尽管该工具的原作者也承认它并不可 靠)。我们中有些人认为它在一些人工一故障转移模式下的场景中比较有用，而有些人 甚至从不使用这个工具。我们的许多客户在自动一故障转移模式下使用该工具时确实遇 到了许多严重的问题。它会导致健康的服务器离线，也可能将写入发送到错误的地点， 并将备库移动到错误的坐标。有时混乱就接踵而至。

**<58T|**

另外一个比较新一点的工具是Yoshinori Matsunobu的MHA工具集(*<http://code.google>. com/p/mysql-master-ha/)* o它和MMM 一样是一组脚本，使用相同的通用技术来建 注**13：**在本小节我们会;(艮小心，以避免产生混淆。冗余并不等同于高可用性。

注**14：**我们同样在开发基于**Pacemaker**和**Linux・HA**栈的解决方案，但并不准备在本书中提及。这个脚注 稍后会自毁，**10……9……8……** 立一个伪集群，但它不是一个完全的替换者；它不会去做太多的事情，并且依赖于 Pacemaker来转移虚拟IP地址。一个主要的不同是，MHA有一个很好的测试集，可以 防止一些MMM遇到过的问题。除此之外，我们对该工具集还没有更多的认识，我们只 和Yoshinori讨论过，但还没有真正使用过。

基于复制的冗余最终来说好坏参半。只有在可用性的重要性远比一致性或数据零丢失保 证更重要时才推荐使用。例如，一些人并不会真的从他们的网站功能中获利，而是从它 的可用性中赚钱。谁会在乎是否出现了故障导致一张照片丢失了几条评论或其他什么东 西呢？只要广告收益继续滚滚而来，可能并不值得花更多成本去实现真正的高可用性。 但还是可以通过复制来建立“尽可能的”高可用性，当遇到一些很难处理的严重宕机时 可能会有所帮助。这是一个大赌注，并且可能对大多数人而言太过于冒险，除非是那些 老成（或者专业）的用户。

问题是许多用户不知道如何去证明自己有资格并评估复制“轮盘赌”是否适合他们。这 有两个方面的原因。第一，他们并没有看到“玻璃天花板”，错误地认为一组虚拟IP地址、 复制以及管理脚本能够实现真正的高可用性。第二，他们低估了技术的复杂度，因此也 低估了严重故障发生后从中恢复的难度。一些人认为他们能够使用基于复制的冗余技术， 但随后他们可能会更希望选择一个有更强保障的简单系统。

其他一些类型的复制，例如DRBD或者SAN,也有它们的缺点——请不要认为我们将 这些技术说得无所不能而把MySQL自身的复制贬得一团糟，那不是我们的本意。你可 以为DRBD写出低质量的故障转移脚本，这很简单，就像为MySQL复制编写脚本一样。 主要的区别是MySQL复制非常复杂，有很多非常细小的差别，并且不会阻止你千坏事。

12.5故障转移和故障恢复

冗余是很好的技术，但实际上只有在遇到故障需要恢复时才会用到。（见鬼，这可以用备 份来实现）。冗余一点儿也不会增加可用性或减少宕机。在故障转移的过程中，高可用性 国〉是建立在冗余的基础上。当有一个组件失效，但存在冗余时，可以停止使用发生故障的 组件，而使用冗余备件。冗余和故障转移结合可以帮助更快地恢复，如你所知，MTTR 的减少将降低宕机时间并改善可用性。

在继续这个话题之前，我们先来定义一些术语。我们统一使用“故障转移（failover）”， 有些人使用“回退”（fallback）表达同一意思。有时候也有人说“切换（switchover）”， 以表明一次计划中的切换而不是故障后的应对措施。我们也会使用“故障恢复”来表示 故障转移的反面。如果系统拥有故障恢复能力，故障转移就是一个双向过程：当服务器 A失效，服务器B代替它，在修复服务器A后可以再替换回来。

故障转移比仅仅从故障中恢复更好。也可以针对一些情况制订故障转移计划，例如升级、 schema变更、应用修改，或者定期维护，当发生故障时可以根据计划进行故障转移来减 少宕机时间(改善可用性)。

你需要确定故障转移到底需要多快，也要知道在一次故障转移后替换一个失效组件应该 多快。在你恢复系统耗尽的备件容量之前，会出现冗余不足，并面临额外风险。因此， 拥有一个备件并不能消除即时替换失效组件的需求。构建一个新的备用服务器，安装操 作系统，并复制数据的最新副本，可以多快呢？有足够的备用机器吗？你可能需要不止 一台以上。

故障转移的缘由各不相同。我们已经讨论了其中的一些，因为负载均衡和故障转移在很 多方面很相似，它们之间的分界线比较模糊。总的来说，我们认为一个完全的故障转移 解决方案至少能够监控并自动替换组件。它对应用应该是透明的。负载均衡不需要提供 这些功能。

在 UNIX 领域，故障转移常常使用 High Availability Linux 项目*(http://linux-ha.org)*提 供的工具来完成，该项目可在许多类UNIX系统上运行，而不仅仅是Linuxo Linux-HA 栈在最近几年明显多了很多新特性。现在大多数人认为Pacemaker是栈中的一个主要组 件。Pacemaker替代了老的心跳工具。还有其他一些工具实现了 IP托管和负载均衡功能。 可以将它们跟DRBD和/或者LVS结合起来使用。

故障转移最重要的部分就是故障恢复。如果服务器间不能自如切换，故障转移就是一个 死胡同，只能是延缓宕机时间而已。这也是我们倾向于对称复制布局，例如双主配置， 而不会选择使用三台或更多的联合主库(co-master)来进行环形复制的原因。如果配置 是对等的，故障转移和故障恢复就是在相反方向上的相同操作。(值得一提的是DRBD 具有内建的故障恢复功能。)

在一些应用中，故障转移和故障恢复需要尽量快速并具备原子性。即便这不是决定性的， 不依靠那些不受你控制的东西也依然是个好主意，例如DNS变更或者应用程序配置文件。＜583： 一些问题直到系统变得更加庞大时才会显现出来，例如当应用程序强制重启以及原子性 需求出现时。

由于负载均衡和故障转移两者联系较紧密，有些硬件和软件是同时为这两个目的设计的， 因此我们建议所选择的任何负载均衡技术应该都提供故障转移功能。这也是我们建议避 免使用DNS和修改代码来做负载均衡的真实原因。如果为负载均衡采用了这些策略，就 需要做一些额外的工作：当需要高可用性时，不得不重写受影响的代码。

以下小节讨论了一些比较普遍的故障转移技术。可以手动执行或使用工具来实现。

12.5.1提升备库或切换角色

提升一台备库为主库，或者在一个主一主复制结构中调换主动和被动角色，这些都是许 多MySQL故障转移策略很重要的一部分。具体细节参见第10章。正如本章之前提到的, 我们不能认定自动化工具总能在所有的情况下做正确的事情一一或者至少以我们的名誉 担保没有这样的工具。

你不应该假定在发生故障时能够立刻切换到被动备库，这要看具体的工作负载。备库会 重放主库的写入，但如果不用来提供读操作，就无法进行预热来为生产环境负载提供服 务。如果希望有一个随时能承担读负载的备库，就要不断地“训练”它，既可以将其用 于分担工作负载，也可以将生产环境的读查询镜像到备库上。我们有时候通过监听TCP 流量，截取出其中的SELECT査询，然后在备库上重放来实现这个目的。Percona Toolkit 中有一些工具可以做到这一点。

12.5.2虚拟IP地址或IP接管

可以为需要提供特定服务的MySQL实例指定一个逻辑IP地址。当MySQL实例失效时, 可以将IP地址转移到另一台MySQL服务器上。这和我们在前一章提到的思想本质上是 相同的，唯一的不同是现在是用于故障转移，而不是负载均衡。

这种方法的好处是对应用透明。它会中断已有的连接，但不要求修改配置。有时候还可 以原子地转移IP地址，保证所有的应用在同一时间看到这一变更。当服务器在可用和不 可用状态间“摇摆”时，这一点尤其重要。

以下是它的一些不足之处：

* 需要把所有的IP地址定义在同一网段，或者使用网络桥接。
* 改变IP地址需要系统root权限。
* 有时候还需要更新ARP缓存。有些网络设备可能会把ARP信息保存太久，以致无 法即时将一个IP地址切换到另一个MAC地址上。我们看到过很多网络设备或其他 组件不配合切换的例子，结果系统的许多部分可能无法确定IP地址到底在哪里。
* 需要确定网络硬件支持快速IP接管。有些硬件需要克隆MAC地址后才能工作。
* 有些服务器即使完全丧失功能也会保持持有IP地址，所以可能需要从物理上关闭或 断开网络连接。这就是为人所熟知的“击中其他节点的头部(shoot the other node in the head,简称STONITH)o它还有一个更加微妙并且比较官方的名字：击剑 (fencing) o

浮动IP地址和IP接管能够很好地应付彼此临近(也就是在同一子网内)的机器之间的 故障转移。但是最后需要提醒的是，这种策略并不总是万无一失，还取决于网络硬件等 因素。

等待更新扩散

经常有这种情况，在某一层定义了一个冗余后，需奏等待低层执行一些改变。在本 章前面的篇幅里，我们指出通过DNS修改服务器是一个很脆弱的解决方案，因为 DNS的更新扩散速度很慢，改变IP地址可给予你更多的控制，但在一个LAN中 的IP地址同样依赖于更低层——ARP——来扩散更新。

12.5.3中间件解决方案

可以使用代理、端口转发、网络地址转换（NAT）或者硬件负载均衡来实现故障转移和 故障恢复。这些都是很好的解决方案，不像其他方法可能会引入一些不确定性（所有系 统组件认同哪一个是主库吗？它能够及时并原子地更改吗？），它们是控制应用和服务 器间连接的中枢。但是，它们自身也引入了单点失效，需要准备冗余来避免这个问题。

使用这样的解决方案，你可以将一个远程数据中心设置成看起来好像和应用在同一个网 络里。这样就可以使用诸如浮动IP地址这样的技术让应用和一个完全不同的数据中心开 始通信。你可以配置每个数据中心的每台应用服务器，通过它自己的中间件连接，将流 <58T] 量路由到活跃数据中心的机器上。图12.1描述了这种配置。
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图**12・1：**使用中间件来在各数据中心间路由**MySQL**连接

如果活跃数据中心安装的MySQL彻底崩溃了，中间件可以路由流量到另外一个数据中 心的服务器池中，应用无须知道这个变化。

这种配置方法的主要缺点是在一个数据中心的Apache服务器和另外一个数据中心的 MySQL服务器之间的延迟比较大。为了缓和这个问题,可以把Web服务器设置为重 定向模式。这样通信都会被重定向到放置活跃MySQL服务器的数据中心。还可以使用 HTTP代理来实现这一目标。

图12-1显示了如何使用代理来连接MySQL服务器，也可以将这个方法和许多别的中间 件架构结合在一起，例如LVS和硬件负载均衡器。

12.5.4在应用中处理故障转移

有时候让应用来处理故障转移会更简单或者更加灵活。例如，如果应用遇到一个错误， 这个错误外部观察者正常情况下是无法察觉的，例如关于数据库损坏的错误日志信息， 那么应用可以自己来处理故障转移过程。

虽然把故障转移处理过程整合到应用中看起来比较吸引人，但可能没有想象中那么有效。 大多数应用有许多组件，例如"。〃任务、配置文件，以及用不同语言编写的脚本。将故 障转移整合到应用中可能导致应用变得太过笨拙，尤其是当应用增大并变得更加复杂时。

国〉但是将监控构建到应用中是一个好主意，当需要时，能够立刻开始故障转移过程。应用 应该也能够管理用户体验，例如提供降级功能，并显示给用户合适的信息。

12.6总结

可以通过减少宕机来获得高可用性，这需要从以下两个方面来思考：增加两次故障之间 的正常运行时间（MTBF）,或者减少从故障中恢复的时间（MTTR）。

要增加两次故障之间的正常运行时间，就要尝试去防止故障发生。悲剧的是，在预防故 障发生时，它仍然会觉得你做的不够多，所以预防故障的努力经常会被忽视掉。我们已 经着重提到了如何在MySQL系统中预防宕机；具体的细节可以参阅我们的白皮书，从 *<http://yvww.percona.com>* \_E可以获得。试着从宕机中获得经验教训，但也要谨防在故障根 源分析和事后检验时集中在某一点上而忽略其他因素。

缩短恢复时间可能更复杂并且代价很髙。从简单和容易的方面来说，可以通过监控来更 快地发现问题，并记录大量的度量值以帮助诊断问题。作为回报，有时候可以在发生宕 机前就发现问题。监控并有选择地报警以避免无用的信息，但也要及时记录状态和性能 度量值。

另外一个减少恢复时间的策略是为系统建立冗余，并使系统具备故障转移能力，这样当 故障发生时，可以在冗余组件间进行切换。不幸的是，冗余会让系统变得相当复杂。现 在应用不再是集中化的，而是分布式的，这意味着协调、同步、CAP定理、拜占庭将军 问题，以及所有其他各种杂乱的东西。这也是像NDB Cluster这样的系统很难创建并且 很难提供足够的通用性来为所有的工作负载提供服务的原因。但这种情况正在改善，也 许到本书第四版的时候我们就可以称赞一个或多个集群数据库了。

本章和前面两章提及的话题常常被放在一起讨论：复制、可扩展性，以及高可用性。我 们已经尽量将它们独立开来，因为这有助于理清这些话题的不同之处。那么这三章有哪 些关联之处呢？

在其应用增长时，人们一般希望从他们的数据库中知道三件事：

* 他们希望能够增加容量来处理新增的负载而不会损失性能。
* 他们希望保证不丢失已提交的事务。
* 他们希望应用能一直在线并处理事务，这样他们就能够一直赚钱。

为了达到这些目的，人们常常首先增加冗余。结合故障转移机制，通过最小化MTTR来＜587] 提供高可用性.。这些冗余还提供了空闲容量，可以为更多的负载提供服务。

当然，除了必要的资源外，还必须要有一份数据副本。这有助于在损失服务器时避免丢 失数据，从而增强持久性。生成数据副本的唯一办法是通过某种方法进行复制。不幸的是， 数据副本可能会引入不一致。处理这个问题需要在节点间协调和通信。这给系统带来了 额外的负担；这也是系统或多或少存在扩展性问题的原因。

数据副本还需要更多的资源（例如更多的硬盘驱动器，更多的RAM）,这会增加开销。 有一个办法可以减少资源消耗和维护一致性的开销，就是为数据分区（分片）并将每个 分片分发到特定的系统中。这可以减少需要复制的重复数据的次数，并从资源冗余中分 离数据冗余。

所以，尽管一件事总会导致另外一件事，但我们是在讨论一组相关的观点和实践来达成 一系列目的。他们不仅仅是讲述同一件事的不同方式。

最后,需要选择一个对你和应用有意义的策略。决定选择一个完全的端到端（end-to-end） 高可用性策略并不能通过简单的经验法则来处理，但我们给出的一些粗略的指引也许会 有所帮助。

为了获得很短的宕机时间，需要冗余服务器能够及时地接管应用的工作负载。它们必须 在线并一直执行查询，而不仅仅是备用，因此它们是“预热”过的，处于随时可用的状态。

如果需要很强的可用性保证，就需要诸如MySQL Cluster, Percona XtraDB Cluster,或 者Clustrix这样的集群产品。如果能容忍在故障转移过程中稍微慢一些，标准的MySQL 复制也是个很好的选择。要谨慎使用自动化故障转移机制；如果没有按照正确的方式工 作，它们可能会破坏数据。

如果不是很在意故障转移花费的时间，但希望避免数据丢失，就需要一些强力保证数据 的冗余一一例如，同步复制。在存储层，这可以通过廉价的DRBD来实现，或者使用两 个昂贵的SAN来进行同步复制。也可以选择在数据库层复制数据，可以使用的技术包 括 MySQL Cluster, Percona XtraDB Cluster 或者 Clustrixo 也可以使用一些中间件，例 如Tungsten Replicatoro如果不需要强有力的保护，并且希望尽量保证简单，那么正常 的异步复制或半同步复制在开销合理时可能是很好的选择。

或者也可以将应用放到云中。为什么不呢？这样难道不是能够立刻获得高可用性和无限 扩展能力吗？下一章将继续探讨这个问题。

第**13**章笛

云端的MySQL

许多人在云中使用MySQL,有时候规模还非常庞大，这并不奇怪。从我们的经验来看， 大多数人使用的是Amazon Web Services平台（AWS）：特别是Amazon的弹性计算云 （Elastic Compute Cloud, EC2）,弹性块存储（Elastic Block Store, EBS）,以及更小众 的关系数据库服务（Relational Database Service, RDS）O

为了便于讨论MySQL在云中的应用，可以将其粗略分为两类。

*laaS* （基础设施即服务）

laas是用于托管自有的MySQL服务器的云端基础架构。可以在云端购买虚拟的服 务器资源来安装运行MySQL实例。也可以根据需求随意配置MySQL和操作系统， 但没有权限也无法看到处于底层的物理硬件设备。

*DBaaS* （数据库即服务）

MySQL本身作为由云端管理的资源。用户需要先收到MySQL服务器的访问许可（通 常是一个连接串）才能访问。也可以配置一些MySQL选项，但没有权限去控制或 査看底层的操作系统或虚拟服务器实例。例如Amazon运行MySQL的RDS。其中 一些服务器并非真的使用MySQL,但它们能兼容MySQL协议和査询语言。

我们讨论的重点主要集中在第一类：云托管平台，例如AWS、Rackspace Cloud以及 Joycnt注七有许多很好的资源介绍如何部署和管理MySQL及其运行所需要的资源，并 且也有非常多的平台来完全满足这样的需求，所以我们不会展示代码样例或讨论具体 的操作技术。因此，本章关注的重点是，在云端运行MySQL还是在传统服务器上部署 MySQL,它们在最终经济上和性能特性上的关键区别是什么。我们假定你对云计算很熟 悉。这里不是对云计算概念的简单介绍，我们的目的只是帮助那些还不熟悉在云端部署 MySQL的用户在使用时避免一些可能遇到的陷阱。

注**1 ： 0K,**我们承认。**Amazon**网络服务是一个云。本章主要讨论**AWS**。 |190> 一般来说,MySQL能够在云中很好地运行。在云中运行MySQL并不比在其他平台困难， 但有一些非常重要的差别。你需要注意这些差别并据此设计应用和架构来获得好的效果。 某些场景下在云端托管MySQL并不是非常适合，有时候则很适合，但大多数时候云仅 仅是另外一个部署平台而已。

云是一个部署平台，而不是一种架构，理解这一点很重要。架构会受平台的影响，但平 台和架构明显不同。如果你把架构和平台搞混了，就可能会做出不合适的选择而给以后 带来麻烦。这也正是我们要花时间讨论云端的MySQL到底有什么不同的原因。

13.1云的优点、缺点和相关误解

云计算有许多优点，但很少是为MySQL特别设计。有一些书籍已经介绍了相关的话 题注2,这里我们不再赘述。不过我们会列出一些比较重要的条目供参考，因为接下来会 讨论到云计算的缺点，我们不希望你认为我们是在过分苛求云计算。

•云是一种将基础设施外包出去无须自己管理的方法。你不需要寻找供应商购买硬件， 也不需要维护和供应商之间的关系，更无须替换失效的硬盘驱动器等。

* 云一般是按照即用即付的方式支付，可以把前期的大量资本支出转换为持续的运营 成本。
* 随着供应商发布新的服务和成本降低，云提供的价值越来越大。你自己无须做任何 事情（例如升级服务器），，就可以从这些提升中获益；随着时间推移你会很容易地获 得更多更好的选择并且费用更低。
* 云能够帮助你轻松地准备好服务器和其他资源，在用完后直接将其关闭，而无须关 注怎么处理它们，或者怎么卖掉它们收回成本。
* 云代表了对基础设施的另一种思考方式一一作为通过API来定义和控制的资源一一 支持更多的自动化操作。从“私有云”中也可以获得这些好处。

当然，不是所有躁云相关的东西都是好的。这里有一些缺点可能会构成挑战（在本章稍 后部分我们会列出MySQL特有的缺点）。

* 资源是共享并且不可预测的，实际上你可以获得比你支付的更多的资源。这听起来

厘〉 很不错，但却导致容量规划很难做。如果你在不知情的情况下获得了比理应享受到

的更多的计算资源，那么就存在这样的风险：别人也许会索要他们应得的资源，这 会使你的应用性能退化到应有的水平。一般来说，很难确切地知道本来应该得到多 少（资源），大多数云托管服务提供商不会对此给出确切的答案。

* 无法保证容量和可用性。你可能以为还可以获得新实例，但如果供应商已经超额销

注 **2 ：** 参阅 **George Reese** 所写的 *Cloud Application Architectures* **(O'Reilly) o**

售了呢？这在有很多共享资源的情况下会发生，同样也会发生在云中。

• 虚拟的共享资源导致排査故障更加困难，特别是在无法访问底层物理硬件的情况下 无法检査并弄清到底发生了什么。例如，我们曾经看到过一些系统的*iostat*显示的 I/O很正常或者*vmstat*显示的CPU很正常，而当实际衡量完成一个任务需要的时间 时，资源却被系统上的其他东西严重占用了。如果在云平台上出现了性能问题，尤 其需要去仔细地分析检测。如果对此并不擅长，可能就无法确认到底是底层系统性 能差，还是你做了什么事情导致应用出现不合理的资源需求。.

总的来说，云平台上对性能、可用性和容量的透明性和控制力都有所下降。最后，还有 一些对云的误解需要记住。

云天生具备更好的可扩展性

应用、云的架构，以及管理云服务的组织是不是都是可扩展的。云并不是天生可扩 展的，云也仅仅是云而已，选择一个可扩展的平台并不能自动使应用变得可扩展。 的确，如果云托管提供商没有超售，那么你可以根据需求来购买资源，但在需要时 能够获得资源仅仅是扩展性的一个方面而已。

云可以自动改善甚至保证可用时间

一般来说，个别在云端托管的服务器比那些经过良好设计的专用基础设施更容易发 生故障或运行中断。但是许多人并没有意识到这一点。例如，有人这样写道：“我们 将基础设施升级到基于云构建的系统以保证100%的可用时间和可扩展性”。而就在 这之前AWS遭受了两次大规模的运行中断故障，导致很大一部分用户受影响。好 的架构能够用不可靠的组件设计出可靠的系统，但通常更可靠的基础设施可以获得 更高的可用性。（当然不可能有100%的可用时间的系统。）

另一方面，购买云计算服务，实际上是购买一个由专家构建的平台。他们已经考虑 了许多底层的东西，这意味着你可以更专注于上层工作。如果构建自己的平台而对 <5?T］ 其中的那些细枝末节并不精通，就可能犯一些初学者的错误，早晚会导致一些宕机 时间。从这一点来说，云计算能够帮助改善可用时间。

云是唯一能提供［这里填入任意的优点］的东西

事实上，许多云的优点是继承自构建云平台所用到的技术，即使不使用云也可以获 得注3。例如，通过管理得当的虚拟化和容量规划，可以像任何一个云平台那样简单快 速地启动（spinup） 一台新的机器。完全没必要专门使用云来做到这一点。

云是一个"银弹（silver bullet）

虽然大部分人会认为这很荒谬，但确实有人会这么认为。实际上完全没有这回事。

无可否认，云计算提供了独特的优点，随着时间的推移，关于云计算是什么，以及它们

注3： 我们不是说这会更加容易或便宜，我们只是说云并不是能获得这些好处的唯一途径。

在什么情况下会有帮助，我们会获得更多的共识。但有一点非常肯定：它是全新的，我 们现在所做的任何预测都未必经得起时间的考验。我们会在本书讨论相对安全的部分， 而将剩下的部分留给读者讨论o ；

13.2 MySQL在云端的经济价值

在一些场景下云托管比传统的服务器部署方式更经济。以我们的经验来看，云托管比较 适合尚处于初级阶段的企业，或者那些持续接触新概念并且本质上是以适用为主的企业， 例如移动应用开发者或游戏开发者。这些技术的市场随着移动计算的扩张出现了爆炸式 增长，并且仍然是快速发展的领域。在许多情况下，成功的因素并不为开发者所控制， 例如口口相传的推荐或者恰逢重要国际事件的时机。

我们已经帮助很多公司在云中构建移动应用、社交网络以及游戏应用。其中一个他们大 量使用的策略是尽可能又快又便宜地开发和发布应用。如果一个应用碰巧变得流行了， 公司将投入资源扩大其规模;否则就会很快终结这些应用。一些公司构建并发布的应用 的生命周期甚至只有几个星期，在这样的环境下，可以毫不犹豫地选择云托管。

如果是一个小规模的公司，可能无法提供足够的硬件来自建数据中心以满足一个非常流 行的Facebook应用的发展曲线。我们也协助过一些大型的Facebook应用进行扩展，它 国〉们能够以今人惊讶的速度增长一一有时甚至会快到让一个主机托管公司耗尽资源。更为 严重的是，这些应用的增长是完全无法预测的；它们可能只有极少量的用户(也可能突 然有了爆炸性的用户数量增长)。我们在数据中心和云中都遇到过这样的应用。如果是 一个小公司，云可以帮你避免前期快速注入大量的资金来获得更快更大规模的风险。

云的另一种潜在的大用途是运行不是很重要的基础设施，例如集成环境、开发测试平台， 以及评估环境。假设部署周期是两个星期。你会每天每个小时都测试部署一次，还是只 在项目最后的冲刺时测试？许多用户只是偶尔需要筹划和部署测试环境。在这种场景下， 云可以帮助节约不少钱。

以下是我们使用云的两种方式。第一个是作为我们对技术职员面试的一部分，我们会询 问如何解决一些实际的问题。我们使用AMI (Amazon Machine Images)来模拟一些被“破 坏”的机器，然后让求职者登录并在服务器上执行一系列任务。我们不必开放他们到内 部网络的授权，这种方案显然要方便得多。另一个是作为新项目的工作平台和开发服务 器。有一个这样的项目已经在一台云端开发服务器上运行了数个月，而花费不足一美元！ 这在我们自己的基础设施上是不可能做到的。单是发送一封邮件给系统管理员申请开发 服务器的时间价值就不止一美元。

但是另一方面，云托管对于长期项目而言可能会更加昂贵。如果打算长远地使用云，就 需要花时间来计算一下(它是否划算)。除了猜想未来的创新能给云计算和商用硬件带 来什么，还需要做基准测试以及一个完整的总体持有成本(TCO)账单。为了理清事情 的本质并考虑全面所有相关的细节，你需要把所有的事情最终归结为一个数字：每美元 的业务交易数。事情变化得太快，所以我们将这个留给读者思考。

13.3云中的MySQL的可扩展性和高可用性

正如我们之前提到的，MySQL并不会在云端自动变得更具扩展性。事实上，如果机器 的性能较差，会导致过早使用横向扩展策略。况且云托管服务器相比专用的硬件可靠性 和可预测性要更差些，所以想在云端获得高可用性需要更多的创新。

但是总的来说，在云端中扩展MySQL和在其他地方扩展没有太多的差别。最大的不同 就是按需提供服务器的能力。但是也有某些限制会导致扩展和高可用实现起来有点麻烦， 至少在有些云环境中是这样的。例如，在AWS云平台中，无法使用类似虚拟IP地址的 功能来完成快速原子故障转移。像这种对资源的有限控制意味着你需要使用其他办法， 例如代理。(ScaleBase也值得去看看。)
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云另外一个迷惑人的地方是梦想中的自动扩展一一就是根据需求的增加或减少来启动或 关闭实例。尽管对于诸如Web服务器这样的无状态部分是可行的，但对于数据库服务器 而言则很难做到，因为它是有状态的。对于一些特定的场景，例如以读为主的应用，可 以通过增加备库的方式来获得有限的自动扩展注L但这并不是一个通用的解决方案。实 际上，虽然许多应用在Web层使用了自动扩展，但MySQL并不具备在一个无共享(Shared Nothing)集群中的对等角色服务器之间迁移的能力。你可以通过分片架构来自动重新分 片并自动增长或收缩注J但MySQL本身是无法自动扩展的。

事实上，因为数据库通常是一个应用系统中主要或唯一的有状态并且持久化的组件，所 以把应用服务迁移到云端是很普遍的事情，因为除数据库之外的所有部分都可以从云中 收益一一Web服务器、工作队列服务器、缓存等一一而MySQL只需要处理剩下的东西。

毕竟，数据库并非世界的中心。如果应用系统其他部分获得的好处，超过了让MySQL 运行得足够好而投入的额外开销和必需的工作量，那这不是一个是否会发生的问题，而 是怎么发生的问题。要回答这个问题，最好先了解你在云中可能碰到的额外的挑战。这 些通常围绕着数据库服务器的可用资源。

注**4 : Scalr** *(http://scalr.net)*是一个流行的开源服务，用于在云中进行**MySQL**复制自动扩展。

注**5：** 计算机希学家喜欢浦之称为“重大挑战"**(non-trivial challenge) o**

13.4四种基础资源

MySQL需要四种基础资源来完成工作：CPU周期、内存、I/O,以及网络。这四种资 源的特性和重要程度在不同的云平台上各不相同。可以通过了解它们的不同之处和对 MySQL的影响，以决定是否选择在云中托管MySQLo

* CPU通常很少且慢。在写作本书时最大的标准EC2实例提供8个虚拟CPU核心。 EC2提供的虚拟CPU比高端CPU的速度明显要慢很多(可以查看本章稍后的基准 测试结果)。虽然可能略有不同，但很可能在大多数云托管平台中这都是一种普遍现 象。EC2提供使用多个CPU资源的实例，但它们的最大可用内存却更低。在写作本 书时商用服务器能提供几十个CPU核心——甚至更多，如果按硬件线程算的话。注&

P595> •内存大小受限制。最大的EC2实例当前能提供68.4GB的内存。与此相比，商用服 务器能提供512GB ~ 1TB的内存。

* I/O的吞吐量、延迟以及一致性受到限制。在AWS云中有两个存储选项。

第一个选择是使用EBS卷，这有点类似云中的SANO AWS的最佳实践是在用EBS 组建的RAID10卷上建立服务器。但是EBS是一个共享资源，就像EC2服务器和 EBS服务器之间的网络连接。延迟可能会很高并且不可预测，即使是在适量的吞吐 量需求下也是如此。我们已经测得EBS设备的I/O延迟可以达到十几分之一秒。相 比之下，直接插在本机的商用硬盘驱动器只需几个毫秒，而闪存设备比硬盘驱动器 的速度又要高出几个数量级。但另一方面，EBS卷也有许多很好的特性，例如和其 他AWS服务、快照等结合起来使用。

第二个选择是实例的本地存储。每个EC2服务器有一定数量的本地存储，实际安装 在底层服务器上。它能够比EBS提供更多的一致性性能注7,但如果实例停止了就无 法做到持久化。正是由于这样的特性导致其不适合大多数的数据库服务器场景。

* 尽管网络通常是一个变化多端的共享资源，但是性能通常比较好。虽然使用商用硬 件可以获得更快更持续的网络性能，但CPU、RAM和I/O更容易成为主要的性能 瓶颈，在AWS云中我们还没有遇到过网络性能问题。

正如你所看到的，四种基础资源中有三种在AWS云中是受限的，在某些场景下尤其明显。 总的来说，这些基础资源并没有商业硬件那样的性能。下一节我们会讨论这些确切的结 论。

注**6：** 在**CPU**、**RAM**以及**I/O**上，商用硬件能够提供超过**MySQL**可以有效利用的硬件能力，所以将云 与云之外可获得的最强硬件相比较并不是完全公平的。

注**7：** 直到写入的时候本地存储才会被分配给实例，导致每个写入的块发生“第一次写处罚”**(first-write penalty)0**避免这个问题的办法是使用出去写满设备。

13.5 MySQL在云主机上的性能

通常，由于较差的CPU、内存以及I/O性能，在类似AWS这样的云托管平台上MySQL 所表现出来的性能并不如在其他地方好。这些情况在不同的云平台之间略有不同，但这 依然是普遍的事实注8。然而对于你的需求而言，云主机可能仍然是一个性能足够高的平 台，在某些需求上云平台可能比另外的解决方案要好。

如果使用更糟糕的硬件来运行MySQL,无法让MySQL性能比托管在云平台上更高，这 并不奇怪。真正让人感到困惑的是在相似规格的物理硬件条件下却无法获得同样的运行 速度。例如，如果有一台服务器拥有8个CPU核心，16GB内存以及一个中等的RAID 阵列，你可能认为能够获得和一个拥有8个EC2计算单元、15GB内存以及少量EBS卷 的EC2实例相同的性能，但这是无法保证的。EC2实例的性能可能比你的物理硬件更加 多变，特别是它不是一个超大实例时，可以推测它跟其他实例共享了同样的硬件资源。

稳定性确实非常重要。MySQL和InnoDB尤其不喜欢不稳定的性能——特别是不稳定 的I/O性能。I/O操作会请求服务器内部的互斥锁，当持续时间太长时，就会显著地导 致很多“阻塞”进程堆积起来，出现令人难以理解的长时间运行的査询语句，以及例如 Th reads\_ running或Threadsconnected这样的状态变量产生毛刺。

实际应用中前后不一致或者无法预测的性能导致的结果就是排队变得越来越严重。排队 是响应时间和到达间隔时间多变自然会导致的结果，并且有个完整的数学分支专门致力 于排队的研究。所有的计算机都是队列系统的网络，当需要请求的资源（CPU、I/O,网 络，等等）繁忙时，请求必须等待。当资源性能更加多变时，请求更容易堆叠，会出现 更多的排队现象。因此，在大多数云计算平台上很难获得高并发或者稳定的低响应时间。 我们有很多次在EC2平台上遭受到这个限制的经验。以我们的经验来看，即便在最大的 实例上运行的MySQL,在典型的Web OLTP工作负载上，你能够期待的最高并发度也 就是Th reads, running值为8〜12o根据经验，当超过这个值时，性能会越来越不可接受。

注意我们所说的“典型的Web OLTP I作负载”，并非所有的工作负载都以相同的方式 反映云平台的限制。确实有一些工作负载在云中表现得很好，而有一些则受严重影响， 让我们看看到底有哪些。

• 正如我们刚讨论的，需要高并发的工作负载并不是非常适合云计算。对于那些要求 非常快的响应时间的应用同样如此。原因可以归结于虚拟CPU的数目和速度方面的 限制。每个MySQL査询运行在一个单独的CPU上，所以査询响应时间实际上是由 CPU的原始速度决定的。如果期望得到更快的响应时间，就需要更快的CPUO为了

注8： 如果你相信*[http://www.xkcd.com/908/.](http://www.xkcd.com/908/.%e9%82%a3%e4%b9%88%e6%98%be%e7%84%b6%e6%89%80%e6%9c%89%e7%9a%84%e4%ba%91%e9%83%bd%e6%9c%89%e5%90%8c%e6%a0%b7%e7%9a%84%e7%bc%ba%e7%82%b9%ef%bc%8c%e6%88%91%e4%bb%ac%e5%88%9a%e5%88%9a%e5%b7%b2%e7%bb%8f%e6%8f%90%e8%bf%87%e3%80%82)*[那么显然所有的云都有同样的缺点，我们刚刚已经提过。](http://www.xkcd.com/908/.%e9%82%a3%e4%b9%88%e6%98%be%e7%84%b6%e6%89%80%e6%9c%89%e7%9a%84%e4%ba%91%e9%83%bd%e6%9c%89%e5%90%8c%e6%a0%b7%e7%9a%84%e7%bc%ba%e7%82%b9%ef%bc%8c%e6%88%91%e4%bb%ac%e5%88%9a%e5%88%9a%e5%b7%b2%e7%bb%8f%e6%8f%90%e8%bf%87%e3%80%82) 支持更高的并发度，你需要更多的CPUo MySQL和InnoDB不会因为运行在大量 CPU核心上而提供爆炸式的改进，但目前通常能在至少24个核心上获得比较好的 横向扩展，这通常比在云中能够获得的核心数更多。

• 那些需要大量I/O的工作负载在云中并不总是表现很好。当I/O很慢并且不稳定时， 工作会很快中断。但另一方面，如果你的工作负载不需要太多的I/O,不管是吞吐量（每 秒的执行量）还是带宽（每秒字节数），MySQL就可以运行得很好。

ri97> 之前的几点是根据云端的CPU和I/O资源的缺点得出的。那么关于这些你可以做点什么 呢？对于CPU限制你做不了太多，不够就是不够。但是I/O则不同。I/O实际上是两种 存储器的交换：非永久存储器（RAM）和持久化存储器（磁盘、EBS,或者其他你所拥 有的）。因此MySQL的I/O需求会受系统内存大小的影响。当有足够的内存时，可以从 缓存中读取数据，从而减少读和写操作的I/O。写入同样可以缓存在内存里，多个对相 同内存比特位的写入可以合并成单个I/O操作。

内存的限制就出现了。当拥有足够的内存来存放工作数据集时注七某些工作负载的I/O需 求可以明显减少。更大的EC2实例也会提供更好的网络性能，更有利于EBS卷的I/O。 但如果工作集太大，无法装入可用的最大实例，则I/O需求会逐渐上升，并开始阻塞甚 至停止服务，正如我们之前讨论的那样。EC2中内存最大的实例能够很好地为许多工作 负载提供足够的内存。但是你需要意识到，预热时间可能会很长；关于这一话题本节后 面会有更多的讨论。

哪种类型的工作负载无法通过增加更多的内存来解决呢？除了缓存外，一些写入很大的 工作负载需要的I/O比你能从多数云计算平台上获得的要多。例如，如果每秒执行事务 数很多，那么每秒就需要执行更多的I/O操作以保证持久性。你只能从诸如EBS这样的 系统中获得这么多的吞吐量。同样地，如果你正在将大量数据写入到数据库中，可能会 超过可用的带宽。

你可能认为通过RAID来为EBS卷进行条带（striping）和镜像可以改善I/O性能。在某 种程度上确实有帮助。问题是，当增加更多的EBS卷时，在我们需要某个EBS卷的任 意时间点都增加了它性能变差的可能性，而根据InnoDB内部I/O工作的方式，最差的 一环通常是整个系统的瓶颈。实际上，我们已经尝试过10和20个EBS卷的RAID 10集合， 20卷的RAID比10卷的遭遇了更多的停顿（stall）问题。当我们测量底层块设备的I/O 性能时，很明显只有一或两个EBS卷表现得很慢，但是却已经影响了整个系统。

你也可以改变应用和服务器来减少I/O需求,考虑周到的逻辑和物理数据库设计（Schema 和索引）对于减少I/O请求大有帮助，应用程序优化和查询优化也一样。这是减少I/O

注9 ： 参阅第9章关于工作集的定义及其如何影响I/O需求的讨论。

最有效的手段。例如插入量很大的工作负载，明智地使用分区，将I/O集中到索引能完 全加载到内存中的单个分区上，就会有所帮助。你也可以通过设置innodb\_flush\_logs\_ at\_trx\_commit=2和sync\_binlog=0来降低持久性，或者将InnoDB事务日志和二进制 日志从EBS卷中转移到一个本地驱动器上（尽管这有风险）。但是你从服务器上压榨一 点额外的性能越困难，就越不可避免鸠要引入更大的复杂性（以及它们的成本）。
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此外还可以升级MySQL服务器软件。新版本的MySQL和InnoDB （最新的使用 InnoDB Plugin的MySQL 5.1,或者MySQL 5.5及更新的版本）能够提供更好的I/O 性能以及更少的内部瓶颈，并且相比5.1及之前的版本遭受的停顿和堆积会少很多。 Percona Server在某些工作负载下能够提供更多的好处。例如，Percona Server的快速预 热缓冲池特性在服务器重启后能够帮助备用服务器快速运行起来，特别是I/O性能不是 很好并且服务器依赖于内存时。这也是我们讨论能在云中获得好的性能的候选场景，这 里服务器比备用硬件更容易发生故障。Percona Server能够将预热时间从几个小时甚至 几天减少到几分钟。在写作本书时，类似的预热特性在MySQL 5.6的开发里程碑版本里 已经可用了。

尽管最终一个增长的应用总会达到一个顶点，届时你不得不对数据库进行拆分以保证数 据能够存放到云中。我们倾向于尽量不拆分，但如果你只有这么点马力，当达到某个点时， 就不得不去其他地方（离开这个云），或者将其拆分为多份，使每份数据需要的资源不 超过虚拟硬件能提供的。通常当工作集无法适应内存大小时就得要进行分片了，这意味 着在最大的EC2实例上的工作集大小为50GB~60GB。与之相对，我们已经有很多在 物理硬件上运行几个TB大小级别数据库的经验。在云中你需要更早进行分片。

13.5.1在云端的MySQL基准测试

我们进行了一些基准测试以说明MySQL在AWS云环境中的性能。当需要大量I/O时要 在云中获得始终稳定并且可重现的基准测试结果几乎是不可能的，所以我们选择一个内 存中的工作负载,本质上可以衡量除了 I/O外的所有因素。我们使用Percona Server 5.5.16, 缓冲池为4GB,在一千万行数据上运行标准SysBenchR读基准测试。这样就可以根据 不同的实例大小进行比较。我们忽略了高频率CPU实例，因为它们实际上比*m2.4xlarge* 实例的CPU性能要差。我们还引用了一台Cisco服务器作为参考。Cisco机器性能非常 高但有点老化了,使用的是两个2.93GHz的Xeon X5670 Nehalem CPUO每个CPU有6 个核心，每个核心上有两个硬件线程，在操作系统来看总共有24个CPUO图13.1显示 了测试的结果。
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图**13-1：**使用**SysBench**对**AWS**云中的**MySQL**进行只读基准测试

根据工作负载和硬件来看，这样的结果并不奇怪。例如，最大的EC2实例最髙有8个线 程，因为它有8个CPU核心。（读/写工作负载会花费一些CPU之外的时间来做I/O, 所以我们能获得超过8个线程的有效并发度）。图13-1可能会让你认为Cisco的优势就 是CPU能力，这也是我们原本认为的。所以我们使用SysBench的质数基准测试来测试 原始CPU性能。结果如图13.2所示。
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图**13・2：**使用**SysBench**对**AWS**服务器进行**CPU**质数基准测试

Cisco服务器每个CPU的性能比EC2服务器要低，奇怪么？我们也感到非常奇怪。质数 基准测试本质上是原始CPU指令，因此不应该有非常明显的虚拟化开销或者太多的内 存交换。对于这样的结果我们的解释是这样的：Cisco服务器的CPU已经使用了很多年 <a 了，并且比EC2服务器的要慢。但是对于一些更加复杂的任务，例如运行数据库服务器， EC2服务器会受到虚拟化开销的影响。区分慢CPU、慢内存访问以及虚拟化开销并不总 是很容易，但在这个实例中这种区别看起来很明显。

13.6 MySQL数据库即服务（DBaaS）

在云端服务器上安装MySQL并不是在云中使用MySQL的唯一方法。已经有越来越 多的公司开始将数据库本身作为云资源，称之为数据库即服务（DBaaS,有时候也叫 DaaS）,这意味着你可以在一个地方使用云中的数据库，而在另外的地方运行真正的服务。 虽然我们在本章花很多时间解释了 laaS,但laaS市场正在快速商品化，我们期望未来重 点会转到DBaaSo在写作本书时已经有以下几个DBaaS服务提供商。

13.6.1 Amazon RDS

我们发现在Amazon的关系数据库（RDS）上进行的开发比其他任何一个DBaaS提 供商都要多很多。Amazon RDS不仅仅是一个兼容MySQL的服务；它事实上就是 MySQL,所以能够完全兼容你所拥有的MySQL服务器注尚并能作为替代品提供服务。我 们不是很确定，但如大多数人一样，我们相信RDS是托管在使用EBS卷的EC2机器 上一一Amazon并没有公布底层的技术，但当你足够了解RDS时，这看起来很明显就是 MySQL、EC2 以及 EBS。

系统管理职责完全由Amazon来承担。你没有访问EC2机器的权限；只有登入MySQL 的访问凭证。你可以创建数据库、插入数据等。你并没有被控制住，如果有需要，可以 将数据导出来转移到其他地方，也可以创建卷快照并挂载到其他机器上。

为了防止你检査或干涉Amazon对服务器或主机实例的管理，RDS做了一些限制。例如

一些权限限制。你不能利用 SELECT INTO OUTFILE. FILE。、LOAD DATA INFILE或其他 OE 方法来通过MySQL访问服务器的文件系统。你不能做任何和复制相关的事情，也不能 为自己赋予更高的权限。Amazon通过诸如在系统表上设置触发器等方法来进行阻止。

并且作为服务条款的一部分，你要同意不会试图绕过这些限制。

安装的MySQL版本做了轻微的修改以阻止用户干涉服务器，其他部分看起来和原版 MySQL —样。我们对RDS、EBS和EC2做了基准测试，并没有从该平台上发现超出我 们预期的变化。也就是说，看起来Amazon并没有对服务器做任何性能增强。

RDS可以提供一些比较吸引人的好处，这取决于你的具体情况。

注10 :除非你使用别的存储引擎或者其他一些非标准的MySQL修改版本。

* 你可以将系统管理甚至许多数据库管理的工作留给Amazono例如，他们会为你进 行复制并保证你不会把事情搞砸。
* RDS相比其他选择而言可能更便宜，这取决于你的成本结构和人力资源。
* RDS中的限制也许是件好事：Amazon拿走了那把子弹上膛的枪，防止你用它自残。

但是，它也有一些潜在的缺点。

•由于无法控制服务器，也就无法弄清操作系统中到底发生了什么。例如，你无法衡量 I/O响应时间和CPU利用率。Amazon通过另一个服务CloudWatch提供了这一功能。 它给出了足够的指标用于排査许多性能问题，但有时候你需要原始数据以知道到底 发生了什么。(也无法使用类似FILEO这样的函数来访问/proc/diskstats0)

* 无法获得完整的慢査询日志文件。你可以指定MySQL将慢査询记录到一个CSV日 志表中，但这并不是很好。它会消耗很多服务器资源，并且不会给出精确的查询响 应时间。这使得很难去分析和排除SQL故障。
* 如果你希望得到最新最好的，或者一些性能上的增强，例如那些你可以从Percona Server ±获得的提升，那就不走运了，RDS并不提供这些。
* 你必须依赖Amazon的支持团队来解决一些问题，而这些问题可能本来是你自己可 以解决的。例如，假设査询挂起了，或者服■务器由于数据损坏崩溃了。你既可以等 待Amazon来解决，也可以自己解决。如果是后者你就需要把数据转移到别的地方。 你无法通过访问实例本身来解决。如果想这么做，你不得不额外花一些时间并支付 额外的资源。这不只是理论上的推测；我们已经接到过许多技术支持请求，这些请 求通常需要系统权限以进行故障排査，因此对于RDS用户而言是无法真走解决的。

□02> 正如我们所说，在性能方面，RDS跟一个大型大内存的使用EBS存储和原始MySQL 的EC2实例相似。如果直接使用EC2和EBS并安装一个高性能版本的MySQL (例如 Percona Server),你可以从AWS云中压榨出一点更高的性能，但这不会是一个数量级上 的区别。考虑到这一点，有理由根据你的商业需求而非性能需求来决定是否使用RDS。 如果确实非常要求高性能，那你根本就不应该使用AWS云。

13.6.2其他DBaaS解决方案

Amazon RDS并不是MySQL用户唯一可选的DBaaS解决方案。还有诸如FathomDB *(http://fathomdb.com)*以及 Xeround *(http://xeround.com)*等服务。但我们并没有足够 的第一手经验来介绍它们，因为我们还没有在这些服务上做任何的生产部署。从关于 FathomDB的一些有限的公开信息来看，它和Amazon RDS有点类似，虽然它也和AWS 云一样可以在Rackspace云上获得。在写作本书时它还处于内部测试阶段。

Xeround则有很大的不同之处：它是一个分布式服务器集群，前端是一个包含特定存储

引擎的MySQLo它似乎和原始版本MySQL有少量的不兼容或不同之处。但它只是最近 才发布正式GA版本（GA, generally available）,所以现在下定论为时尚早。存储引擎 似乎是用于和后台集群系统通信，这看起来有点和NDB CLuster类似。它增加了自动重 分布功能，可以在工作负载增加或减少时自动地增加和去除节点（动态扩展）。

还有许多其他的DBaaS服务，新的服务也在不断地推出。我们这里所写的任何内容都可 能在你阅读时已经过时了，所以我们将其留给你自己来研究。

13.7总结

在云端使用MySQL至少有两种主流的方法：在云服务器上安装MySQL,或者使用 DBaaS服务。MySQL能够在云主机上运行得很好，但云环境中的限制常常会导致更早 需要进行数据拆分。并且尽管云服务器看起来和你的物理硬件很相似，但可能性能和服 务质量要更低。

有时候似乎有人会说“云就是答案，有什么问题吗？ ”这是一个极端，但那些认为云是 一个银弹的狂热信众，也有类似的问题。数据库所需要的四种基础资源中的三种（CPU、 内存和磁盘）在云中明显更差并且/或者效率更低，会直接影响到MySQL的性能。

但是对于很多工作负载而言，MySQL能够在云中运行得很好。通常来说，如果能将工 作集加载到内存中，并且产生的写入负载不超过云能支撑的I/O量，那么就可以获得很 好的效果。通过严谨的设计和架构，选择正确的MySQL版本并做合适的配置，可以使 你的数据库工作负载和容量能适应云的长处。但是MySQL并不是天生的云数据库；也 就是说，它无法完全使用云计算理论上能提供的优点，例如自动扩展。但是一些可替代 的技术（例如Xeround）正在尝试解决这些缺点。

**<603~|**

我们已经讨论了很多跟云相关的缺点，这也许会给你一个我们反对云计算的印象。并非 如此。这只是因为我们只集中在MySQL ±,而不是讨论云计算所有的优点，这可能跟 你从其他地方阅读到的非常不一样。我们在试着指出在云端运行MySQL有哪些不同， 以及哪些是你需要知道的。

我们看到在云中最大的成功是由于商业原因做出的决策。即使长期来看每个商业交易的 开销在云中会更高，但其他方面的因素，诸如增加了弹性、减少了前期成本、减少了推 向市场的时间，以及降低了风险，这可能更重要。并且你的应用中其他和MySQL无关 的部分所获得的好处要远远大于（在云端）使用MySQL带来的弊端。

第**14**章笛

应用层优化

如果在提高MySQL的性能上花费太多时间，容易使视野局限于MySQL本身，而忽略 了用户体验。回过头来看，也许可以意识到，或许MySQL已经足够优化，对于用户 看到的响应时间而言，其所占的比重已经非常之小，此时应该关注下其他部分了。这 是个很不错的观点，尤其是对DBA而言，这是很值得去做的正确的事。但如果不是 MySQL,那又是什么导致了问题呢？使用第3章提到的技术，通过测量可以快速而准确 地给出答案。如果能顺着应用的逻辑过程从头到尾来剖析，那么找到问题的源头一般来 说并不困难。有时，尽管问题在MySQL ±,也很容易在系统的另一部分得到解决。

无论问题出在哪里，都至少可以找到一个靠谱的工具来帮助进行分析，而且通常是免 费的。例如,如果有JavaScript或者页面渲染的问题，可以使用包括Firefox浏览器的 Firebug插件在内的调优工具，或者使用Yahoo!的YSlow工具。我们在第3章提到了几 个应用层工具。一些工具甚至可以剖析整个堆栈：New Relic是一个很好的例子，它可 以剖析Web应用的前端、应用以及后端。

14.1常见问题

我们在应用中反复看到一些相同的问题，经常是因为人们使用了缺乏设计的现成系统或 者简单开发的流行框架。虽然有时候可以通过这些框架更快更简单地构建系统，但是如 果不清楚这些框架背后做了什么操作，反而会增加系统的风险。

下面是我们经常会碰到的问题清单，通过这些过程可以激发你的思维。

• 什么东酉在消耗系统中每台主机的CPU、磁盘、网络，以及内存资源？这些值是否 合理？如果不合理，对应用程序做基本的检査，看什么占用了资源。配置文件通常*＜X* 是解决问题最简单的方式。例如，如果Apache因为创建1000个需要50MB内存的 工作进程而导致内存溢出，就可以配置应用程序少使用一些Apache I作进程。也 可以配置每个进程少使用一些内存。

* 应用真的需要所有获取到的数据吗？获取1000行数据但只显示10行，而丢弃剩下 的990行，这是常见的错误。（如果应用程序缓存了另外的990行备用，这也许是有 意的优化。）
* 应用在处理本应由数据库处理的事情吗，或者反过来？这里有两个例子，从表中获 取所有的行在应用中进行统计计数，或者在数据库中执行复杂的字符串操作。数据 库擅长统计计数，而应用擅长正则表达式。要善于使用正确的工具来完成任务。
* 应用执行了太多的査询？ ORM宣称的把程序员从写SQL中解放出来的语句接口通 常是罪魁祸首。数据库服务器为从多个表匹配数据做了很多优化，因此应用程序完 全可以删掉多余的嵌套循环，而使用数据库的关联来代替。
* 应用执行的査询太少了？好吧，上面只说了执行太多SQL可能成为问题。但是，有 时候让应用来做“手工关联”以及类似的操作也可能是个好主意。因为它们允许更 细的粒度控制和更有效的使用缓存，以及更少的锁争用，甚至有时应用代码里模拟 的哈希关联会更快（MySQL的嵌套循环的关联方法并不总是高效的）。
* 应用创建了没必要的MySQL连接吗？如果可以从缓存中获得数据，就不要再连接 数据库。
* 应用对一个MySQL实例创建连接的次数太多了吗（也许因为应用的不同部分打开 了它们自己的连接）？通常来说更好的办法是重用相同的连接。
* 应用做了太多的“垃圾”査询？ 一个常见的例子是发送査询前先发送一个ping命令 看数据库是否存活，或者每次执行SQL前选择需要的数据库。总是连接到一个特 定的数据库并使用完整的表名也许是更好的方法。（这也使得从日志或者通过SHOW PROCESSLIST看SQL更容易了，因为执行日志中的SQL语句的时候不用再切换到特 定的数据库，数据库名已经包含在SQL语句中了。）“预备（Preparing）w连接是另 一个常见问题。Java驱动在预备期间会做大量的操作，其中大部分可以禁用。另一 个常见的垃圾査询是SET NAMES UTF8,这是一个错误的方法（它不会改变客户端库 的字符集,只会影响服务器的设置）。如果应用在大部分情况使用特定的字符集工作, 可以修改配置文件把特定字符集设为默认值，而不需要在每次执行时去做修改。

GQ7> • 应用使用了连接池吗？这既可能是好事，也可能是坏事。连接池可以帮助限制总的 连接数，有大量SQL执行的时候效果不错（Ajax应用是一个典型的例子）。然而, 连接池也可能有一些副作用，比如说应用的事务、临时表、连接相关的配置项，以 及用户自定义变量之间相互干扰等。

* 应用是否使用长连接？这可能导致太多连接。通常来说长连接不是个好主意，除 非网络环境很慢导致创建连接的开销很大，或者连接只被一或两个很快的SQL使 用，或者连接频率很高导致客户端本地端口不够用。如果MySQL的配置正确，也 许就不需要长连接了。比如使用skip-name-resolve来避免DNS反向查询，确保 thread\_cache足够大，并且增加back\_log0可以参考第8章和第9章得到更多的细节。

• 应用是否在不使用的时候还保持连接打开？如果是这样，尤其是连接到很多服务器 时，可能会过多地消耗其他进程所需要的连接。例如，假设你连接到10个MySQL 服务器。从一个Apache进程中获取10个连接不是问题，但是任意时刻其中只有1 个在真正工作。其他9个大部分时间都处于Sleep状态。如果其中一台服务器变慢了， 或者有一个很长的网络请求，其他的服务器就可能因为连接数过多受到影响。解决 方案是控制应用怎么使用连接。例如，可以将操作批量地依次发送到每个MySQL 实例，并且在下一次执行SQL前关闭每个连接。如果执行的是比较消耗时间的操作， 例如调用Web服务接口，甚至可以先关闭MySQL连接，执行耗时的工作，再重新 打开MySQL连接继续在数据库上工作。

长连接和连接池的区别可能使人困惑。长连接可能跟连接池有同样的副作用，因为重用 的连接在这两种情况下都是有状态的。

然而，连接池通常不会导致服务器连接过多，因为它们会在进程间排队和共享连接。另 一方面，长连接是在每个进程基础上创建，不会在进程间共享。

连接池也比共享连接的方式对连接策略有更强的控制力。连接池可以配置为自动扩展， 但是通常的实践经验是，当遇到连接池完全占满时，应该将连接请求进行排队而不是扩 展连接池。这样做可以在应用服务器上进行排队等待，而不是将压力传递到MySQL数 据库服务器上导致连接数太多而过载。

有很多方法可以使得査询和连接更快，但是一般的规则是，如果能够直接避免进行査询 和连接，肯定比努力提升査询和连接的性能能获得更好的优化结果。

14.2 Web服务器问题

**<608~]**

Apache是最流行的Web应用服务器软件。它在许多情况下都运行良好，但如果使用不 当也会消耗大量的资源。最常见的问题是保持它的进程的存活（alive）时间过长，或者 在各种不同的用途下混合使用，而不是分别对不同类型的工作进行优化。

Apache通常是通过prefork配置来使用mod php、mod\_perl和mod\_python模块的。 prefork模式会为每个请求预分配进程。因为PHP、Perl和Python脚本是可以定制化的， 每个进程使用50MB或100MB内存的情况并不少见。当一个请求完成后，会释放大部 分内存给操作系统，但并不是全部。Apache会保持进程处于打开状态以备后来的请求重 用。这意味着，如果下一个请求是请求静态文件，比如一个CSS文件或者一张图片，就 会出现用一个占用内存很多的进程来为一个很小的请求服务的情况。这就是使用Apache 作为通用Web服务器很危险的原因。它的确是为通用目的而设计的，但如果能够有针对 性地使用其长处，会获得更好的性能。

另一个主要的问题是，如果开启了 Keep-Alive设置，进程可能很长时间处于繁忙状态。 当然，即使没有开启Keep-Alive,某些进程也可能存活很久，“填鸭式”地将内容传给 客户端可能导致获取数据很慢注I

人们常犯的另外一个错误，就是保持那些Apache默认开启的模块不动。

最好能够精简Apache的模块，移除掉那些不需要的。这很简单：只需要检查Apache的 配置文件，注释掉不想要的模块，然后重启Apache就行。也可以在*php.ini*文件中删除 不使用的PHP模块。

最差情况是，如果用一个通用目的的Apache配置直接用于Web服务，最后很可能产生 很多重量级的Apache进程。这将浪费Web服务器的资源。它们还可能保持大量MySQL 连接，浪费MySQL的资源。下面是一些可以降低服务器负载的方法注2。

不要使用Apache来做静态内容服务，或者至少和动态服务使用不同的Apache实例。流 行的替代品有 Nginx (*http://www.nginx.com*)和 *lighttpd (<http://www.lighttpd.net>) o*

E6Q9> •使用缓存代理服务器，比如Squid或者Varnish,防止所有的请求都到达Web服务器。 这个层面即使不能缓存所有页面，也可以缓存大部分页面，并且使用像ESI (Edge Side Includes,参见*http://www.esi.org)*这样的技术来将部分页面中的小块的动态内 容嵌入到静态缓存部分。

• 对动态和静态资源都设置过期策略。可以使用Squid这样的缓存代理显式地使内容 过期。维基百科就使用了这个技术来清理缓存中变更过的文章。

有时也许还需要修改应用程序，以便得到更长的过期时间。例如，如果你告诉浏览器永 久缓存CSS和JavaScript文件，然后对站点的HTML做了一个修改，这个页面渲染将会 出问题。这种情况可以为文件的每个版本设定唯一的文件名。例如，你可以定制网站的 发布脚本，复制CSS文件到*/css/123 Jrontpage.css,*这里的723就是版本管理器中的版 本号。对图片文件的文件名也可以这么做一一永不重用文件名，这样页面就不会在升级 时出问题，浏览器缓存多久的文件都没问题。

注**1：** 填鸭式抓取发生在当一个客户端发起**HTTP**请求，但是没有迅速获取结果时。直到客户端获取整

个结果，**HTTP**连接——以及处理的**Apache**进程——都将保持活跃。

注**2 :** *有*—本关于如何优化**Web**应用的很不羸的书 *High Performance Web Sites,*作者是**Steve Souders**

**(O'Reilly) 0**尽管书中大部分内容是从客户的角度来看如何让**Web**站点运行更快，但是参考他的建 议也有利于你的服务器。**Steve**后续的一本书*Even Faster Web Sites*也很不错，值得阅读o

* 不要让Apache填鸭式地服务客户端，这不仅仅会导致慢，也会导致DDoS攻击变 得简单。硬件负载均衡器通常可以做缓冲，所以Apache可以快速地完成，让负载 均衡器通过缓存响应客户端的请求，也可以在应用服务器前端使用Nginx、Squid或 者事件驱动模式下的Apacheo
* 打开gz加压缩。对于现在的CPU而言这样做的代价很小,但是可以节省大部分流量。 如果想节省CPU周期，可以使用缓存，或者诸如Nginx这样的轻量级服务器保存压 缩过的页面版本。
* 不要为用于长距离连接的Apache配置启用Keep-Alive选项，因为这会使得重量级 的Apache进程存活很长时间。可以用服务器端的代理来处理保持连接的工作，从 而防止Apache被客户端拖垮。配置Apache到代理之间的连接使用Keep-Alive是可 以的，因为代理只会使用很少的Apache连接去获取数据。图14・1展示了这个区别。
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**Keep-Alive** 连接
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图14・1：代理可以使Apache不被长连接拖垮，产生更少的Apache工作进程。

这些策略可以使Apache进程存活时间变得很短，所以会有比实际需求更多的进程。无 论如何，有些操作依然可能导致Apache进程存活时间太长，并且占用大量资源。举个 例子，一个请求査询延时非常大的外部资源，例如远程的Web服务，就会出现Apache 进程存活时间太长的问题。这种问题通常是无解的。

14.2.1寻找最优并发度

每个Web服务器都有一个最佳并发度——就是说，让进程处理请求尽可能快，并且不超 过系统负载的最优的并发连接数。这就是我们在第11章说的最大系统容量。进行一个简

单的测量和建模，或者只是反复试验，就可以找到这个“神奇的数”，为此花一些时间 是值得的。

r610> 对于大流量的网站，Web服务器同一时刻处理上千个连接是很常见的。然而，只有一小 部分连接需要进程实时处理。其他的可能是读请求，处理文件上传，填鸭式服务内容， 或者只是等待客户端的下一步请求。

随着并发的增加，服务器会逐渐到达它的最大吞吐量。在这之后，吞吐量通常开始降低。 更重要的是，响应时间（延迟）也会因为排队而开始增加。

为什么会这样呢？试想，如果服务器只有一个CPU,同时接收到了 100个请求，会发生 什么事情呢？假设CPU每秒能够处理一个请求。即便理想情况下操作系统没有调度的开 销，也没有上下文切换的成本，那100个请求也需要CPU花费整整100s才能完成。

处理请求的最好方法是什么？可以将其一个个地排到队列中，也可以并行地执行并在不 同请求之间切换，每次切换都给每个请求相同的服务时间。在这两种情况下，吞吐量都 是每秒处理一个请求。然而，如果使用队列（并发=1）,平均延时是50s,如果是并发 执行（并发=100）则是100so在实践中，并发执行会使平均延时更高，主要是因为上 下文切换的代价。

对于CPU密集型工作负载，最佳并发度等于CPU数量（或者CPU核数）。然而，进程 并不总是处于可运行状态的，因为会有一些阻塞式请求，例如I/O、数据库查询，以及 网络请求。因此，最佳并发度通常会比CPU数量高一些。

可以预测最优并发度，但是这需要精确的分析。尝试不同的并发值，看看在不增加响应 函〉时间的情况下的最大吞吐量是多少，或者测量真正的工作负载并且进行分析，这通常更 容易。Percona Toolkit的*pt-tcp-model*工具可以帮助从TCP转储中测量和建模分析系统 的可扩展性和性能特性。

14.3缓存

缓存对高负载应用来说是至关重要的。一个典型的Web应用程序会提供大量的内容，直 接生成这些内容的成本比釆用缓存要高得多（包含检査和缓存超时的开销），所以采用 缓存通常可以获得数量级的性能提升。诀窍是找到正确的粒度和缓存过期策略组合。另 外也需要决定哪些内容适合缓存，缓存在哪里。

典型的高负载应用会有很多层缓存。缓存并不仅仅发生在服务器上，而是在每一个环节， 甚至包括用户的Web浏览器（这就是内容过期头的用处）。通常，缓存越接近客户端， 就越节省资源并且效率更高。从浏览器缓存提供一张图片比从Web服务器的内存获取快 得多，而从服务器的内存读取又比从服务器的磁盘上读取好得多。每种类型的缓存有其 不一样的特点，例如容量和延时；在后面的章节我们会解释其中的一部分。

可以把缓存分成两大类：被动缓存和主动缓存。被动缓存除了存储和返回数据外不做任 何事情。当从被动缓存请求一些内容时，要么可以得到结果，要么得到“结果不存在”。 被动缓存的一个典型例子是*memcachedo*

相比之下，主动缓存会在访问未命中时做一些额外的工作。通常会将请求转发送给应用 的其他部分来生成请求结果，然后存储该结果并返回给应用。Squid缓存代理服务器就 是一个主动缓存。

设计应用程序时，通常希望缓存是主动的（也可以叫做透明的），因为它们对应用隐藏 了检查一生成一存储这个逻辑过程。也可以在被动缓存的前面构建一个主动缓存。

14.3.1应用层以下的缓存

MySQL服务器有自己的内部缓存，但也可以构建你自己的缓存和汇总表。可以对缓存 表量身定制，使它们最有效地过滤、排序、与其他表关联、计数，或者用于其他用途。 缓存表也比许多应用层缓存更持久，因为在服务器重启后它们还存在。

在第4章和第5章已经介绍了关于缓存策略的内容，所以在这一章，我们主要关注应用 层以及更高层次的缓存。

缓存并不总是有用

**<612~|**

必须确认缓存真的可以提升性能，因为有时缓存可能没有任何帮助。例如，在实践 中发现从Nginx的内存中获取内容比从缓存代理中获取要快。如果代理的缓存在磁 盘上则尤其如此。

原因彳艮简单：缓存自身也有一些开销。比如检查缓存是否存在，如果命中则直接从 缓存中返回数据。另外将缓存对象失效或者写入新的缓存对象都会有开销。缓存只 在这些开销比没有缓存的情况下生成和提供数据的开销少时才有用。

如果知道所有这些操作的开销，就可以计算出缓存能提供多少帮助。没有缓存时的开 销就是为每不请求生成数据的开销。有缓存时的开销是检查缓存的开销加上缓存不命 中的概率乘以生成数据的开销，再加上缓存命中的概率乘以缓存提供数据的开销。

如果有缓存时的开销比没有时要低，则说明缓存可能有用，但依然不能保证。还要 记住，就像从**Nginx**的内存中获取数据比从代理在磁盘中的缓存获取要好一样，有 些缓存的开销比另外一些要低。

14.3.2应用层缓存

应用层缓存通常在同一台机器的内存中存储数据，或者通过网络存在另一台机器的内存 中。

因为应用可以缓存部分计算结果，所以应用层缓存可能比更低层次的缓存更有效。因此， 应用层缓存可以节省两方面的工作：获取数据以及基于这些数据进行计算。一个很好的 例子是HTML文本块。应用程序可以生成例如头条新闻的标题这样的HTML片段，并 且做好缓存。后续的页面视图就可以简单地插入这个缓存过的文本。一般来说，在缓存 数据前对数据做的处理越多，缓冲命中节省的工作就越多。

但应用层缓存也有缺点,；那就是缓存命中率可能更低，并且可能使用较多的内存。假设 需要50个不同版本的头条新闻标题，以使不同地区生活的用户看到不同的内容，那就 需要足够的内存去存储全部50个版本，任何给定版本的标题命中次数都会更少，并且 失效策略也会更加复杂。

应用缓存有许多种，下面是其中的一小部分。

本地缓存

这种缓存通常很小，只在进程处理请求期间存在于进程内存中。本地缓存可以有效 地避免对某些资源的重复请求。这种类型的缓存技术并不复杂：通常只是应用代码 中的一个变量或者哈希表。例如，假设需要显示一个用户名，而且已经知道其ID, 国!> 就可以创建一个get\_name\_from\_id()函数并且在其中增加缓存，像下面这样。

<?php

function get\_name\_from\_\_id ($user\_id) {

static $name; // static makes the variable persist

if ( I$name ) {

// Fetch name from database

}

return $name;

}

?>

如果使用的是Perl,那么Memoize模块是函数调用结果标准的缓存方式。

use Memoize qw（memoize）;

memoize 'get\_name\_from\_id';

sub get\_name\_from\_id {

my （ $user\_id ） =

my $name = # get name from database return $name;

} •

这些技巧都很简单，但却可以为应用程序节省很多工作。

本地共享内存缓存

这种缓存一般是中等大小（几个GB）,快速，难以在多台机器间同步。它们对小型 的半静态位数据比较合适。例如每个州的城市列表，分片数据存储的分区函数（映 射表），或者使用存活时间（TTL）策略进行失效的数据等。共享内存最大的好处是 访问非常快一一通常比其他任何远程缓存访问都要快不少。

分布式内存缓存

最常见的分布式内存缓存的例子是memcachedo分布式缓存比本地共享内存缓存要 大得多，增长也容易。缓存中创建的数据的每一个比特都只有一份副本，这样既不 会浪费内存，也不会因为相同的数据存在不同的地方而引入一致性问题。分布式内 存非常适合存储共享对象，例如用户资料、评论，以及HTML片段。

分布式缓存比本地共享缓存的延时要高得多，所以最高效的使用方法是批量进行多 个获取操作（例如，在一次循环中获取多个对象）。分布式缓存还需要考虑怎么增加 更多的节点，以及某个节点崩溃了怎么处理。对于这两个场景，应用程序必须决定 在节点间怎么分布或重分布缓存对象。当缓存集群增加或减少一台服务器时，一致 性缓存对避免性能问题而言是非常重要的。在下面这个网站有一个为*memcached*做 的一致性缓存库：*http://www. audioscrobbler.net/development/ketama/o*

磁盘上的缓存
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磁盘是很慢的，所以缓存在磁盘上的最好是持久化对象，很难全部装进内存的对象， 或者静态内容（例如预处理的自定义图片）。

对于磁盘上的缓存和Web服务器，一个非常有用的技巧是使用,404错误处理机制来 捕捉缓存未命中的情况。假设Web应用要在头部展示一张基于角户名（“欢迎回来， John!”）的自定义图片，并且通过*/images/welcomeback/john.jpg*这样的路径引用此 图片。如果图片不存在，将会导致一个404错误，并且触发上述错误处理。这个错 误处理可以生成图片，在磁盘上存储它，然后发出一个重定向或者将该图片传回浏 览器。后续的请求只需要从文件中直接返回图片。

有很多类型的内容可以使用这种技巧。例如，不用再将最近的标题作为HTML部分 进行缓存，可以在JavaScript文件中存储这些东西，然后在网页头中引用这个文件： *latest\_headlines.js o*

缓存失效很简单：删除文件即可。可以通过执行一个删除N分钟前所创建的文件的 定时任务，来实现TTL失效。如果想要限制缓存大小，也可以通过按最近访问时间 排序来删除文件，从而实现最近最少使用（LRU）失效算法。

如果失效策略是基于最近访问时间，则必须在文件系统挂载参数中打开访问时间记 录。（忽略noatime选项即可。）如果这么做，应该使用内存文件系统来避免大量磁 盘操作。

14.3.3缓存控制策略

缓存也有像反范式化数据库设计一样的问题:重复数据，也就是说有多个地方需要更新 数据，所以需要想办法避免读到脏数据。下面是一些最常见的缓存控制策略。

TTL （time to live,存活时间）

缓存对象存储时设置一个过期时间；可以通过清理进程在达到过期时间后删掉对象， 或者先留着直到下次访问时再清理（清理后需要使用新的版本替换）。对于数据很少 变更或者没有新数据的情况，这是最好的失效策略。

显式失效

如果不能接受脏数据，那么进程在更新原始数据时需要同时使缓存失效。这种策略 有两个变种：写一失效和写一更新。写一失效策略很简单：只需要标记缓存数据已 国〉 经过期（是否清理缓存数据是可选的）。写一更新策略需要多做一些工作，因为在更 新数据时就需要替换掉缓存项。无论如何，这都是非常有益的，特别是当生成缓存 数据代价很昂贵时（写线程也许已经做了）。如果更新缓存数据，后续的请求将不再 需要等待应用来生成。如果在后台做失效处理，例如基于TTL的失效，就可以在一 个从用户请求完全分离出来的进程中生成失效数据的新版本。

读时失效

在更改旧数据时，为了避免要同时失效派生出来的脏数据，可以在缓存中保存一些 信息，当从缓存中读数据时可以利用这些信息判断数据是否已经失效。和显式失 效策略相比，这样做有很大的优势：成本固定且可以分散在不同时间内。假设要失 效一个有一百万缓存对象依赖的对象，如果采用写时失效，需要一次在缓存中失效 一百万个对象，即使有高效的方法来找到这些对象,也可能需要很长的时间才能完成。 如果采用读时失效，写操作可以立即完成，但后续这一百万对象的读操作可能会有 略微的延迟。这样就把失效一百万对象的开销分散了，并且可以帮助避免出现负载 冲高和延迟增大的峰值。

一种最简单的读时失效的办法是釆用对象版本控制。使用这种方法，在缓存中存储一个 对象时，也可以存储对象所依赖的数据的当前版本号或者时间戳。例如，假设要缓存用 户博客日志的统计信息，包括用户发表的博客数。当缓存blog\_stats对象时，也可以同 时存储用户的当前版本号，因为该统计信息是依赖于用户的。

不管什么时候更新依赖于用户的数据，都需要更新用户的版本号，假设用户的版本号初 始为0,并且由你来生成和缓存统计信息。当用户发表了一篇博客，就增加用户的版本 号到1 （当然也要同时存储这篇博客，尽管在这个例子并没有用到博客数据）。然后当需 要显示统计数据的时候，可以对缓存中blog\_stats对象的版本与缓存的用户版本进行比 较。因为用户的版本比对象的版本高，所以可以知道缓存的统计信息已经过期了，需要 重新计算。

这是一个非常粗糙的内容失效方式，因为它假设依赖于用户的每一个比特的数据与所有 其他数据都有交互。但这个假设并不总是成立的。举个例子，如果一个用户对一篇博客 做了编辑，你也需要增加用户的版本号，这就会导致存储的统计信息失效，而实际上统 计信息（发表的博客数）并没真的改变。这个取舍是很简单的。一个简单的缓存失效策 略不只是更容易创建，也可能更加高效。

对象版本控制是一种简单的标记缓存方法，它可以处理更复杂的依赖关系。一个标记的 缓存可以识别不同类型的依赖，并且分别跟踪每个依赖的版本。回到第11章中图书俱乐 部的例子，你可以通过下面的版本号标记评论，使缓存的评论依赖于用户的版本和书的 版本:user\_ver=1234和book\_ver=5678。任一版本号变了，都应该刷新缓存的评论。 <616J

14.3.4缓存对象分层

分层缓存对象对检索、失效和内存利用都有帮助。相对于只缓存对象，也可以缓存对象 的ID、对象的ID组等通常需要一起检索的数据。

电子商务网站的搜索结果是这种技术很好的例子。一次搜索可能返回一个匹配产品的列 表，包括名称、描述、缩略图，以及价格。缓存整个列表的效率很低：其他的搜索也可 能会包含一些相同的产品，这就会导致数据重复，并且浪费内存。这种策略也使得当一 个产品的价格变动时，找出并失效搜索结果变得很困难，因为你必须查看每个列表，找 到哪些列表包含了更新过的产品。

可以缓存关于搜索的最小信息，而不必缓存整个列表，例如返回结果的数量以及列表中 的产品ID。然后可以再单独缓存每个产品。这样做可解决两个问题：不会重复存放任何 结果数据，也更容易在失效产品的粒度上去失效缓存。

缺点则是，相对于一次性获得整个搜索结果，必须在缓存中检索多个对象。然而不管怎 么说，为搜索结果缓存产品ID的列表都是更有效的做法。先在一个缓存命中返回ID的 列表，再使用这些ID去请求缓存获得产品信息。如果缓存允许在一次调用里返回多个 结果，第二次请求就可以返回多个产品 *"cached*通过mget（）调用来支持）。

如果使用不当，这种方法可能会导致奇怪的结果。假设使用TTL策略来失效搜索结果， 并且当产品变更时显式地去失效单个产品。现在想象一下，一个产品的描述发生了变化， 不再包含搜索中匹配的关键字，但是搜索结果的缓存还没有过期失效。此时用户就会看 到错误的捜索结果，因为缓存的捜索结果将会引用这个变化了的产品，即使它不再包含 匹配搜索的关键字。

对于大多数应用程序来说，这不是问题。如果应用程序不能容忍这种情况，可以使用基 于版本的缓存，并在执行搜索时在结果中存储产品的版本号。当发现搜索结果在缓存中 时，可以将当前捜索结果的版本号和搜索结果中每个产品的版本号做比较。如果发现任 何一个产品的版本数据不一致，可以重新搜索并且重新缓存结果。

这对理解远程缓存访问的花销是多么昂贵非常重要。虽然缓存很快，也可以避免很多工 作，但在LAN环境下网络往返缓存服务器通常也需要0.3ms左右。我们见过很多案例， 国〉复杂的网页需要一千次左右的缓存访问来组合页面结果，这将会耗费3s左右的网络延时,

意味着你的页面可能慢得不可接受，即使它甚至不需要访问数据库！因此，在这种情况 下对缓存使用批量获取调用是非常重要的。对缓存进行分层，采用小一些的本地缓存， 也可能获得很大的收益。

14.3.5预生成内容

除了在应用程序级别缓存位数据，也可以在后台预先请求一些页面，并且将结果存为静 态页面。如果页面是动态的，也可以预先生成页面的部分内容，然后使用像服务端包含 (SSI)这样的技术创建最终页面。这有助于减小预生成内容的大小和开销，否则可能在 将不同部分拼装到最终页面的时候，由于微小的变化产生大量的重复内容。几乎可以对 任何类型的缓存使用预生成策略，包括*memcachedo*

预生成内容有几个重要的好处。

• 应用代码没有复杂的命中和未命中处理路径。

•当未命中的处理路径慢得不可接受时，这种方案可以很好地工作，因为它保证了未 命中的情况永远不会发生。实际上，在任何时候设计任何类型的缓存系统，总是应 该考虑未命中的路径有多慢。如果平均性能提升很大，但是因为要预生成缓存内容， 偶尔有一些请求变得非常缓慢，这时可能比不用缓存还糟糕。性能的持续稳定通常 跟高性能一样重要。

•预生成内容可以避免在缓存未命中时导致的雪崩效应。

缓存预生成好的内容可能占用大量空间，并且并不总能预生成所有东西。无论是哪种形 式的缓存，需要预生成的内容中最重要的部分是那些最经常被请求，或者生成的成本最

高的，所以可以通过本章前面提到的404错误处理机制来按需生成。

预生成的内容有时候也可以从内存文件系统中获益，因为可以避免磁盘I/O。

14.3.6作为基础组件的缓存

缓存有可能成为基础设施的重要组成部分。也很容易陷入一个陷阱，认为缓存虽然很好 用，但并不是重要到非有不可的东西。你也许会辩驳，如果缓存服务器宕机或者缓存被 清空，请求也可以直接落在数据库上，系统依然可以正常运行。如果是刚刚将缓存加入 应用系统，这也许是对的，但是缓存的加入可以使得在应用压力显著增长时不需要对系 统的某些部分同比增加资源投入一一通常是数据库部分。因此，系统可能慢慢地变得对 缓存非常依赖，却没有被发觉。

例如，如果高速缓存命中率是90%,当由于某种原因失去缓存，数据库上的负载将增加亙］ 到原来的10倍。这很可能导致压力超过数据库服务器的性能极限。

为了避免像这样的意外，应该设计一些高可用性缓存（包括数据和服务）的解决方案， 或者至少是评估好禁用缓存或丢失缓存时的性能影响。比如说可以设计应用在遇到这样 的情况时能够进行降级处理。

14.3.7 使用 HandlerSocket 和 memcached

相对于数据存储在MySQL中而缓存在MySQL外部的缓存方案，另外有一种替代方法 是为MySQL创建一个更快的访问路径，直接绕过使用缓存。对于小而简单的査询语句， 很大一部分开销来自解析SQL,检査权限，生成执行计划，等等。如果这种开销可以避免， MySQL在处理简单査询时将非常快。

目前有两个解决方案可以用所谓的NoSQL方式访问MySQLo第一种是一个后台进程插 件，称为HandlerSocket,由DeNA开发，这是日本最大的社交网站。HandlerSocket允 许通过一个简单的协议访问InnoDB Handler对象。实际上，也就是绕过了上层的服务器 层，通过网络直接连接到了 InnoDB引擎层。有报告称HandlerSocket每秒可以执行超过 750 000条査询。Percona Server分支中自带了 HandlerSocket插件引擎层。

第二个方案是通过*memcached*协议访问InnoDBo MySQL 5.6的实验室版本有一个插件 提供了这个接口。

两种方法都有一些限制——特别是*memcached*的方法，这种方法对很多访问数据的方法 都不支持。为什么会希望采用SQL以外的什么办法访向数据呢？除了速度之外，最大的 原因可能是简单。这样做最大的好处是可以摆脱缓存，以及所有的失效逻辑，还有为它 们服务的额外的基础设施。

1. 拓展 MySQL

如果MySQL不能做你需要的事，一种可能是拓展其功能。在这里我们不会展示如何做 到这一点，但会提供一些可能的方向。如果你对进一步探索有兴趣，那么有很多很好的 在线资源，以及许多关于这些内容的书籍可以参考。

当我们说“MySQL不能做你需要的事”，我们指的是两件事情:MySQL根本做不到这一点， 或者MySQL可以做到，但是只能通过缓慢或笨拙的方法，总之做得不够好。无论哪个 都是需要对MySQL拓展的原因。好消息是，MySQL已经越来越模块化和通用。

匝〉存储引擎是拓展MySQL的一个很好的方式。Brian Aker已经写了一个存储引擎的框架， 还有一系列介绍有关如何开始编写自己的存储引擎的文章。这是目前几个主要的第三方 存储引擎的基础。许多公司都编写了它们自己的内部存储引擎。例如，一些社交网络公 司使用了特殊的为社交图形操作设计的存储引擎，我们还知道有个公司定制了一个用于 模糊搜索的引擎。写一个简单的自定义存储引擎并不难。

还可以使用存储引擎作为另一个软件的接口。Sphinx引擎就是一个很好的例子，该引擎 是Sphinx全文检索软件的接口（见附录F）。

1. MySQL的替代品

MySQL并不是适合每一个场景的解决方案。有些工作通常在MySQL以外来做会更好， 即使MySQL理论上也可以做到。

最明显的一个例子是在传统的文件系统中存储文件，而不是在表中。图像文件是经典案 例：虽然可以把它们放到一个BLOB列，但这通常不是个好办法注3。一般的做法是，在 文件系统中存储图片或其他大型二进制文件，而在MySQL中只存储文件名；然后应用 程序在MySQL之外存取文件。对于Web应用程序，可以把文件名放在＜img＞元素的 s「c属性中，这样就可以实现对文件的存取。

全文检索是另一个最好放在MySQL之外处理的例子——MySQL在全文搜索方面明显不 如 Lucene 和 Sphinx o

NDB API也可能对某些任务有用。例如，尽管MySQL的NDB集群存储引擎（目前 还）不适合存储一个高性能Web应用程序的全部数据，但用NDB API直接存储网站会 话数据或用户注册信息还是可能的。在如下网站可以了解到更多关于NDB API的内容： *[http://dev.mysql.com/doc/ndbapi/en/mdex.html。](http://dev.mysql.com/doc/ndbapi/en/mdex.html%e3%80%82%e8%bf%98%e6%9c%89%e4%be%9b)*[还有供](http://dev.mysql.com/doc/ndbapi/en/mdex.html%e3%80%82%e8%bf%98%e6%9c%89%e4%be%9b) Apache 使用的 NDB 模块，*mod\_*

注**3 ：** 使用**MySQL**的复制来快速分布镜像到其他机器更有优势，我们知道一些程序使用这种技术。

*ndb*,可以在 *[http://code.google.eom/p/mod~ndb/](http://code.google.eom/p/mod~ndb/%e4%b8%8b%e8%bd%bd%e3%80%82)*[下载。](http://code.google.eom/p/mod~ndb/%e4%b8%8b%e8%bd%bd%e3%80%82)

最后，对于某些操作一一如图形关系和树遍历一一关系型数据库并不总是正确的典范。 MySQL并不擅长分布式数据处理，因为它乏并行执行査询的能力。出于这些目的情 况还是建议使用其他工具(可能与MySQL结合)。现在想到的例子包括：

* 对于简单的键一值存储，在复制严重落后的非常高速的访问场景中，我们建议用 Redis替换MySQLo即使MySQL主库可以承担这样的压力，备库的延迟也是非常 让人头疼的。Redis也常用来做队列，因为它对队列操作支持得很好。

**<620~|**

* Hadoop是房间中的大象，一语双关。混合MySQL/Hadoop的部署在处理大型或半 结构化数据时非常常见。

14.6总结

优化并不只是数据库的事。正如我们在第3章建议的，最高形式的优化既包含业务上的， 也包含用户层的。全方位的优化才是好的优化。

一般来说，首先要做的事是测量。认真剖析每一层的问题。哪一层导致了大部分的响应 时间？对这一层就要重点关注。如果用户的经验是大部分的时间消耗在浏览器的DOM 渲染上面，MySQL只贡献总响应时间的一小部分，那么进一步优化査询语句绝对不可 能明显地改善用户体验。在测量完成后，通常很容易理解应该在哪里投入精力。我们建 议阅读 Steve Souders 的两本书*(High Performance Web Sites* 和 *Even Faster Web Sites),* 并且建议使用New Relic工具。

在Web服务器的配置和缓存中经常可以发现大问题，而这些问题往往很容易解决。还有 一个固有的观念，“总是数据库的问题”，但这其实是不正确的。应用程序中的其他层也 同样重要，它们很可能被错误配置，尽管有时不太明显。特别是缓存，能承受比只使用 MySQL要低得多的成本传递大量内容。虽然Apache依然是世界上最流行的Web服务 器软件，但它并不总是最合适的工具，因此考虑像Nginx这样的替代方案也是非常有意 义的。
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如果没有提前做好备份规划，也许以后会发现已经错失了一些最佳的选择。例如，在服 务器已经配置好以后，才想起应该使用LVM,以便可以获取文件系统的快照——但这时 已经太迟了。在为备份配置系统参数时，可能没有注意到某些系统配置对性能有着重要 影响。如果没有计划做定期的恢复演练，当真的需要恢复时，就会发现并没有那么顺利。

相对于本书的第一版和第二版来说，我们在此假设大部分用户主要使用InnoDB而不是 MyISAMo在本章中，我们不会涵盖一个精心设计的备份和恢复解决方案的所有部分—— 而仅涉及与MySQL相关的部分。我们不打算包括的话题如下：

* 安全（访问备份，恢复数据的权限，文件是否需要加密）。
* 备份存储在哪里，包括它们应该离源数据多远（在一块不同的盘上，一台不同的服 务器上，或离线存储），以及如何将数据从源头移动到目的地。
* 保留策略、审计、法律要求，以及相关的条款。
* 存储解决方案和介质，压缩，以及增量备份。

•存储的格式。

* 对备份的监控和报告。
* 存储层内置备份功能，或者其他专用设备，例如预制式文件服务器。

像这样的话题已经在许多书中涉及，例如W. Curtis Preston的*Backup & Recouery* （O'Reilly）。

在开始本章之前，让我们先澄清几个核心术语。首先，经常可以听到所谓的热备份、.暖 备份和冷备份。人们经常使用这些词来表示一个备份的影响：例如，“热”备份不需要 任何的服务停机时间。问题是对这些术语的理解因人而异。有些工具虽然在名字中使用 国〉了 “热备份”，但实际上并不是我们所认为的那样。我们尽量避开这些术语，而直接说 明某个特别的技术或工具对服务器的影响。

另外两个让人困惑的词是还原和恢复。在本章中它们有其特定的含义。还原意味着从备 份文件中获取数据，可以加载这些文件到MySQL里，也可以将这些文件放置到MySQL 期望的路径中。恢复一般意味着当某些异常发生后对一个系统或其部分的拯救。包括从 备份中还原数据，以及使服务器完全恢复功能的所有必要步骤，例如重启MySQL、改 变配置和预热服务器的缓存等。

在很多人的概念中，恢复仅意味着修复崩溃后损坏的表。这与恢复一个完整的服务器是 不同的。存储引擎的崩溃恢复要求数据和日志文件一致。要确保数据文件中只包含已经 提交的事务所做的修改，恢复操作会将日志中还没有应用到数据文件的事务重新执行。 这也许是恢复过程的一部分，甚至是备份的一部分。然而，这和一个意外的DROP TABLE 事故后需要做的事是不一样的。

15.1为什么要备份

下面是备份非常重要的几个理由：

灾难恢复

灾难恢复是下列场景下需要做的事情：硬件故障、一个不经意的Bug导致数据损坏, 或者服务器及其数据由于某些原因不可获取或无法使用等。你需要准备好应付很多 问题：某人偶然连错服务器执行了一个ALTER TABLE注】的操作，机房大楼被烧毁, 恶意的黑客攻击或MySQL的Bug等。尽管遭受任何一个特殊的灾难的几率都非常低, 但所有的风险叠加在一起就很有可能会碰到。

人们改变想法

不必惊讶，很多人经常会在删除某些数据后又想要恢复这些数据。

审计

有时候需要知道数据或Schema在过去的某个时间点是什么样的。例如，你也许被 卷入一场法律官司，或发现了应用的一个Bug,想知道这段代码之前干了什么（有 时候，仅仅依靠代码的版本控制还不够）。

**| 623 ＞**测试

一个最简单的基于实际数据来测试的方法是，定期用最新的生产环境数据更新测试 服务器。如果使用备份的方案就非常简单:只要把备份文件还原到测试服务器上即可。

注**1： Baron**仍然记得他毕业后的第一个工作，当时他把电子商务网站的生产服务器上的发货表删除了两 列。

检查你的假设。例如，你认为共享虚拟主机供应商会提供MySQL服务器的备份？许多 主机供应商根本不备份MySQL服务器，另外一些也仅仅在服务器运行时复制文件，这 可能会创建一个损坏的没有用处的备份。

15.2定义恢复需求

如果一切正常，那么永远也不需要考虑恢复。但是，一旦需要恢复，只有世界上最好的 备份系统是没用的，还需要一个强大的恢复系统。

不幸的是，让备份系统平滑工作比构造良好的恢复过程和工具更容易。原因如下：

* 备份在先。只有已经做了备份才可能恢复，因此在构建系统时，注意力自然会集中 在备份上。
* 备份由脚本和任务自动完成。经常不经意地，我们会花些时间调优备份过程。花5 分钟来对备份过程做小的调整看起来并不重要，但是你是否天天同样地重视恢复呢？
* 备份是日常任务，但恢复常常发生在危急情形下。

•因为安全的需要，如果正在做异地备份，可能需要对备份数据进行加密，或釆取其 他措施来进行保护。安全性往往只关注数据被盗用的后果，但是有没有人想过，如 果没有人能对用来恢复数据的加密卷解锁，或需要从一个整块的加密文件中抽取单 个文件时，损害又是多大？

* 只有一个人来规划、设计和实施备份。当灾难袭来时，那个人可能不在。因此需要 培养几个人并有计划地互为备份，这样就不会要求一个不合格的人来恢复数据。

这里有一个我们看到的真实例子：一个客户报告说当*mysqldump*加上■涉选项后，备份 变得像闪电一般快，他想知道为什么没有一个人提出该选项可以如此快地加速备份过程。 如果这个客户已经尝试还原这些备份，就不难发现其原因:使用*-d*选项将不会备份数据！ 这个客户关注备份，却没有关注恢复，因此完全没有意识到这个问题。

规划备份和恢复策略时，有两个重要的需求可以帮助思考：恢复点目标（PRO）和恢复 <624] 时间目标（RTO）。它们定义了可以容忍丢失多少数据，以及需要等待多久将数据恢复。

在定义RPO和RTO时，先尝试回答下面几类问题：

* 在不导致严重后果的情况下，可以容忍丢失多少数据？需要故障恢复，还是可以接 受自从上次日常备份后所有的工作全部丢失？是否有法律法规的要求？
* 恢复需要在多长时间内完成？哪种类型的宕机是可接受的？哪种影响（例如，部分 服务不可用）是应用和用户可以接受的？当那些场景发生时，又该如何持续服务？
* 需要恢复什么？常见的需求是恢复整个服务器，单个数据库，单个表，或仅仅是特 定的事务或语句。

建议将上面这些问题的答案明确地用文档记录下来，同时还应该明确备份策略，以及备 份过程。

备份误区1: “复制就是备份”

这是我们经常碰到的一个误区。复制不是备份，当然使用RAID阵列也不是备份。 为什么这么说？可以考虑一下，如果意外地在生产库上执行了 DROP DATABASE,它 们是否可以帮你恢复所有的数据？ RAID和复制连这个简单的测试都没法通过。它 们不是备份，也不是备份的替代品。只有备份才能满足备份的要求。

15.3设计MySQL备份方案

备份MySQL比看起来难。最基本的，备份仅是数据的一个副本，但是受限于应用程序 的要求、MySQL的存储引擎架构，以及系统配置等因素，会让复制一份数据都变得很 困难。

在深入所有选项细节之前，先来看一下我们的建议：

* 在生产实践.中，对于大数据库来说，物理备份是必需的：逻辑备份太慢并受到 资源限制，从逻辑备份中恢复需要很长时间。基于快照的备份，例如Percona XtraBackup和MySQL Enterprise Backup是最好的选择。对于较小的数据库，逻辑 备份可以很好地胜任。
* 保留多个备份集。
* 定期从逻辑备份（或者物理备份）中抽取数据进行恢复测试。
* 保存二进制日志以用于基于故障时间点的恢复。expire\_logs\_days参数应该设置得 足够长，至少可以从最近两次物理备份中做基于时间点的恢复，这样就可以在保持 主库运行且不应用任何二进制日志的情况下创建一个备库。备份二进制日志与过期

**E625>** 设置无关，二进制日志备份需要保存足够长的时间，以便能从最近的逻辑备份进行

恢复。

* 完全不借助备份工具本身来监控备份和备份的过程。需要另外验证备份是否正常。
* 通过演练整个恢复过程来测试备份和恢复。测算恢复所需要的资源（CPU、磁盘空间、 实际时间，以及网络带宽等）。
* 对安全性要仔细考虑。如果有人能接触生产服务器，他是否也能访问备份服务器？ 反过来呢？

弄清楚RPO和RTO可以指导备份策略。是需要基于故障时间点的恢复能力，还是从昨 晚的备份中恢复但会丢失此后的所有数据就足够了？如果需要基于故障时间点的恢复， 可能要建立日常备份并保证所需要的二进制日志是有效的，这样才能从备份中还原，并 通过重放二进制日志来恢复到想要的时间点。

一般说来，能承受的数据丢失越多，备份越简单。如果有非常苛刻的需求，要确保能恢 复所有数据，备份就很困难。基于故障时间点的恢复也有几类。一个“宽松”的故障时 间点恢复需求意味着需要重建数据，直到“足够接近”问题发生的时刻。一个“硬性” 的需求意味着不能容忍丢失任何一个已提交的事务，即使某些可怕的事情发生（例如服 务器着火了）。这需要特别的技术，例如将二进制日志保存在一个独立的SAN卷或使用 DRBD磁盘复制。

15.3.1在线备份还是离线备份

如果可能，关闭MySQL做备份是最简单最安全的，也是所有获取一致性副本的方法中 最好的，而且损坏或不一致的风险最小。如果关闭了 MySQL,就根本不用关心InnoDB 缓冲池中的脏页或其他缓存。也不需要担心数据在尝试备份的过程被修改，并且因为服 务器不对应用提供访问，所以可以更快地完成备份。

尽管如此，让服务器停机的代价可能比看起来要更昂贵。即使能最小化停机时间，在高 负载和高数据量下关闭和重启MySQL也可能要花很长一段时间，这在第8章中讨论过。 我们演示过一些使这个影响最小化的技术，但并不能将其减少为零。因此，必须要设计 不需要生#服务器停机的备份。即便如此，由于一致性的需要，对服务器进行在线备份 仍然会有明显的服务中断。

在众多的备份方法中，一个最大问题就是它们会使用FLUSH TABLES WITH READ LOCK操 <M] 作。这会导致MySQL关闭并锁住所有的表，将MylSAM的数据文件刷新到磁盘上（但 InnoDB不是这样的！）,并且刷新査询缓存。该操作需要非常长的时间来完成。具体需 要多长时间是不可预估的3如果全局读锁要等待一个长时间运行的语句完成，或有许多 表，那么时间会更长。除非锁被释放，否则就不能在服务器上更改任何数据，一切都会 被阻塞和积压注2。FLUSH TABLES WITH READ LOCK不像关闭服务器的代价那么高，因为大 部分缓存仍然在内存中，并且服务器一直是“预热”的，但是它也有非常大的破坏性。

如果有人说这样做很快，可能是准备向你推销某种从来没有在真正的线上服务器上运行 过的东西。

注**2：** 是的，即使**SELECT**查询也会被阻塞，因为如果有一个查询需要修改某些数据，只要它开始等待表 上的写锁，所有尝试获取读锁的查询也必须等待。

避免使用FLUSH TABLES WITH READ LOCK的最好的方法是只使用InnoDB表。在权限和 其他系统信息表中使用MylSAM表是不可避免的，但是如果数据改变量很少（正常情况 下），你可以只刷新和锁住这些表，这不会有什么问题。

在规划备份时，有一些与性能相关的因素需要考虑。

锁时间

需要持有锁多长时间，例如在备份期间持有的全局FLUSH TABLES WITH READ LOCK?

备份时间

复制备份到目的地需要多久？

备份负载

在复制备份到目的地时对服务器性能的影响有多少？

恢复时间

把备份镜像从存储位置复制到MySQL服务器，重放二进制日志等，需要多久？

最大的权衡是备份时间与备份负载。可以牺牲其一以增强另外一个。例如，可以提高备 份的优先级，代价是降低服务器性能。

同样，也可以利用负载的特性来设计备份。例如，如果服务器在晚上的8小时内仅仅有 50%的负载，那么可以尝试规划备份，使得服务器的负载低于50%且仍能在8小时内完 成。可以采用许多方法来完成这个目标，例如，可以用*ionice*和小w来提高复制或压缩 操作的优先级，使用不同的压缩等级，或在备份服务器上压缩而不是在MySQL服务器 [627> 上。甚至可以利用&或热・gz以获取更快的压缩。也可以使用O\_DIRECT或fadvise（）在 复制操作时绕开操作系统的缓存，以避免污染服务器的缓存。像Percona XtraBackup和 MySQL Enterprise Backup这样的工具都有限流选项，可在使用*pv*时加*-rate-limit*选项 来限制备份脚本的吞吐量。

15.3.2逻辑备份还是物理备份

有两种主要的方法来备份MySQL数据：逻辑备份（也叫“导出”）和直接复制原始文件 的物理备份。逻辑备份将数据包含在一种MySQL能够解析的格式中，要么是SQL,要 么是以某个符号分隔的文本注3。原始文件是指存在于硬盘上的文件。

任何一种备份都有其优点和缺点。

注**3：** 由冲生成的逻辑备份并不一定是文本文件。**SQL**导出会包含许多不同的字符集，同样也 会包含二进制数据，这些数据并不是有效的字符。对于许多编辑器来说，文件行也可能会太长。但是， 大多数这样的文件还是可以被编辑器打开和读取，特别是*mysqldump*使用了 *-hex-blob*选项时。

逻辑备份

逻辑备份有如下优点:

* 逻辑备份是可以用编辑器或像*grep*和*sed*之类的命令査看和操作的普通文件。当需 要恢复数据或只想査看数据但不恢复时，这都非常有帮助。
* 恢复非常简单。可以通过管道把它们输入到*mysql*,或者使用*mysqlimporto*
* 可以通过网络来备份和恢复——就是说，可以在与MySQL主机不同的另外一台机 器上操作。
* 可以在类似Amazon RDS这样不能访问底层文件系统的系统中使用。
* 非常灵活，因为*mysqldump* 大部分人喜欢的工具 可以接受许多选项，例如

可以用WHERE子句来限制需要备份哪些行。

* 与存储引擎无关。因为是从MySQL服务器中提取数据而生成，所以消除了底层数 据存储和不同。因此，可以从InnoDB表中备份，然后只需极小的工作量就可以还 原到MylSAM表中。而对于原始数据却不能这么做。
* 有助于避免数据损坏。如果磁盘驱动器有故障而要复制原始文件时，你将会得到一 个错误并且/或生成一个部分或损坏的备份。如果MySQL在内存中的数据还没有损 坏，当不能得到一个正常的原始文件复制时，有时可以得到一个可以信赖的逻辑备份。

尽管如此,.逻辑备份也有它的缺点： <628]

* 必须由数据库服务器完成生成逻辑备份的工作，因此要使用更多的CPU周期。
* 逻辑备份在某些场景下比数据库文件本身更大注4。ASCII形式的数据不总是和存储引 擎存値数据一样高效。例如，一个整型需要4字节来存储，但是用ASCII写入时， 可能需要12个字符。当然也可以压缩文件以得到一个更小的备份文件，但这样会使 用更多的CPU资源。（如果索引比较多，逻辑备份一般要比物理备份小。）
* 无法保证导出后再还原出来的一定是同样的数据。浮点表示的问题、软件Bug等都 会导致问题，尽管非常少见。
* 从逻辑备份中还原需要MySQL加载和解释语句，转化为存储格式，并重建索引， 所有这一切会很慢。

最大的缺点是从MySQL中导出数据和通过SQL语句将其加载回去的开销。如果使用逻 辑备份，测试恢复需要的时间将非常重要。

Percona Server中包含的*mysqldump,*在使用InnoDB表时能起到帮助作用，因为它会对 输出格式化，以便在重新加载时利用InnoDB的快速建索引的优点。我们的测试显示这 样做可以减少2/3甚至更多的还原时间。索引越多，好处越明显。

注**4：** 以我们的经验，逻辑备份往往比物理备份要小许多，但也并不总是如此。

物理备份

物理备份有如下好处:

•基于文件的物理备份，只需要将需要的文件复制到其他地方即可完成备份。不需要 其他额外的工作来生成原始文件。

* 物理备份的恢复可能就更简单了，这取决于存储引擎。对于MylSAM,只需要简单 地复制文件到目的地即可。对于InnoDB则需要停止数据库服务，可能还要采取其 他一些步骤。
* InnoDB和MylSAM的物理备份非常容易跨平台、操作系统和MySQL版本。（逻辑 导出亦如此。这里特别指出这一点是为了消除大家的担心。）
* 从物理备份中恢复会更快，因为MySQL服务器不需要执行任何SQL或构建索引。

P629> 如果有很大的InnoDB表,无法完全缓存到内存中，则物理备份的恢复要快非常多——

至少要快一个数量级。事实上，逻辑备份最可怕的地方就是不确定的还原时间。

物理备份也有其缺点，比如：

* InnoDB的原始文件通常比相应的逻辑备份要大得多。IrmoDB的表空间往往包含很 多未使用的空间。还有很多空间被用来做存储数据以外的用途（插入缓冲，回滚段等）。
* 物理备份不总是可以跨平台、操作系统及MySQL版本。文件名大小写敏感和浮点 格式是可能会遇到麻烦。很可能因浮点格式不同而不能移动文件到另一个系统（虽 然主流处理器都使用IEEE浮点格式。）

物理备份通常更加简单高效注5。尽管如此，对于需要长期保留的备份，或者是满足法律 合规要求的备份，尽量不要完全依赖物理备份。至少每隔一段时间还是需要做一次逻辑 备份。

除非经过测试，不要假定备份（特别是物理备份）是正常的。对InnoDB来说，这意味 着需要启动一个MySQL实例，执行InnoDB恢复操作，然后运行CHECK TABLESO也可 以跳过这一操作，仅对文件运行*innochecksum,*但我们不建议这样做。对于MylSAM, 可以运行CHECK TABLES,或者使用*mysqlchecko*使用*mysqlcheck*可以对所有的表执行 CHECK TABLES 操作。

建议混合使用物理和逻辑两种方式来做备份：先使用物理复制，以此数据启动MySQL 服务器实例并运行*mysqlchecko*然后，周期性地使用znysg/血时执行逻辑备份。这样做 可以获得两种方法的优点，不会使生产服务器在导出时有过度负担。如果能够方便地利 用文件系统的快照，也可以生成一个快照，将该快照复制到另外一个服务器上并释放， 然后测试原始文件，再执行逻辑备份。

注5 : 值得一提的是物理备份会更易出错；很难像*mysqldump* 一样简单。

15.3.3备份什么

恢复的需求决定需要备份什么。最简单的策略是只备份数据和表定义，但这是一个最低 的要求。在生产环境中恢复数据库一般需要更多的工作。下面是MySQL备份需要考虑 的几点。

非显著数据

不要忘记那些容易被忽略的数据：例如，二进制日志和InnoDB事务日志。

代码 **<630~|**

现代的MySQL服务器可以存储许多代码，例如触发器和存储过程。如果备份了 mysql数据库，那么大部分这类代码也备份了，但如果需要还原单个业务数据库会 比较麻烦，因为这个数据库中的部分“数据”，例如存储过程，实际是存放在mysql 数据库中的。

复制配置

如果恢复一个涉及复制关系的服务器，应该备份所有与复制相关的文件，例如二 进制日志、中继日志、日志索引文件和文件。至少应该包含SHOW MASTER STATUS和/或SHOW SLAVE STATUS的输出。执行FLUSH LOGS也非常有好处，可以让 MySQL从一个新的二进制日志开始。从日志文件的开头做基于故障时间点的恢复要 比从中间更容易。

服务器配置

假设要从一个实际的灾难中恢复，比如说,地震过后在一个新数据中心中构建服务器， 如果备份中包含服务器配置，你一定会喜出望外。

选定的操作系统文件

对于服务器配置来说，备份中对生产服务器至关重要的任何外部配置，都十分重要。 在UNIX服务器上，这可能包括cm〃任务、用户和组的配置、管理脚本，*以及sudo* 规则。

这些建议在许多场景下会被当作“备份一切”。然而，如果有大量的数据，这样做的开 销将非常高，如何做备份，需要更加明智的考虑。特别是，可能需要在不同备份中备份 不同的数据。例如，可以单独地备份数据、二进制日志和操作系统及系统配置。

增量备份和差异备份

当数据量很庞大时，一个常见的策略是做定期的增量或差异备份。它们之间的区别有点 容易让人混淆，所以先来澄清这两个术语：差异备份是对自上次全备份后所有改变的部 分而做的备份，而增量备份则是自从任意类型的上次备份后所有修改做的备份。

例如，假如在每周日做一个全备份。在周一，对自周日以来所有的改变做一个差异备份。

在周二，就有两个选择：备份自周日以来所有的改变（差异），或只备份自从周一备份 后所有的改变（增量）。

增量和差异备份都是部分备份：它们一般不包含完整的数据集，因为某些数据几乎肯 定没有改变。部分备份对减少服务器开销、备份时间及备份空间而言都很适合。尽管

I 631 ＞某些部分备份并不会真正减少服务器的开销。例如，Percona XtraBackup和MySQL Enterprise Backup,仍然会扫描服务器上的所有数据块，因而并不会节约太多的开销， 但它们确实会减少一定量的备份时间和大量用于压缩的CPU时间，当然也会减少磁盘空 间使用注％

不要因为会用高级备份技术而自负，解决方案越复杂，可能面临的风险也越大。要注意 分析隐藏的危险，如果多次迭代备份紧密地耦合在一起，则只要其中的一次迭代备份有 损坏，就可能会导致所有的备份都无效。

下面有一些建议：

* 使用 Percona XtraBackup 和 MySQL Enterprise Backup 中的增量备份特性。
* 备份二进制日志。可以在每次备份后使用FLUSH LOGS来开始一个新的二进制日志， 这样就只需要备份新的二进制日志。
* 不要备份没有改变的表。有些存储引擎，例如MylSAM,会记录每个表最后修改时 间。可以通过査看磁盘上的文件或运行SHOW TABLE STATUS来看这个时间。如果使 用InnoDB,可以利用触发器记录修改时间到一个小的“最后修改时间”表中，帮助 跟踪最新的修改操作。需要确保只对变更不频繁的表进行跟踪，这样才能降低开销。 通过定制的备份脚本可以轻松获取到哪些表有变更。

例如，如果有包含不同语种各个月的名称列表，或者州或区域的简写之类的“查找” 表，将它们放在一个单独的数据库中是个好主意，这样•就不需要每次都备份这些表。

* 不要备份没有改变的行。如果一个表只做插入，例如记录网页页面点击的表，那么 可以增加一个时间戳的列，然后只备份自上次备份后插入的行。
* 某些数据根本不需要备份。有时候这样做影响会很大——例如，如果有一个从其他 数据构建的数据仓库，从技术上讲完全是冗余的，就可以仅备份构建仓库的数据， 而不是数据仓库本身。即使从源数据文件重建仓库的“恢复”时间较长，这也是个 好想法。相对于从全备中可能获得的快速恢复时间，避免备份可以节约更多的总的 时间开销。临时数据也可以不用备份，例如保留网站会话数据的表。

•备份所有的数据，然后发送到一个有去重特性的目的地，例如ZFS文件管理程序。

国〉增量备份的缺点包括增加恢复复杂性，额外的风险，以及更长的恢复时间。如果可以做

注**6 : PerconaXtraBackup**正在开发“真正的”增量备份特性。它将能够备份变更的块，而不需要扫描毎个块。 全备，考虑到简便性，我们建议尽量做全备。

不管如何，还是需要经常做全备份——建议至少一周一次。你肯定不会希望使用一个月 的所有增量备份来进行恢复。即使一周也还是有很多的工作和风险的。

15.3.4存储引擎和一致性

MySQL对存储引擎的选择会导致备份明显更复杂。问题是，对于给定的存储引擎，如 何得到一致的备份。

实际上有两类一致性需要考虑：数据一致性和文件一致性。

数据一致性

当备份时，应该考虑是否需要数据在指定时间点一致。例如，在一个电子商务数据库中, 可能需要确保发货单和付款之间一致。恢复付款时如果不考虑相应的发货单，或反过来, 都会导致麻烦。

如果做在线备份（从一个运行的服务器做备份），可能需要所有相关表的一致性备份。 这意味着不能一次锁住一张表然后做备份——因而意味着备份可能比预想的要更有侵入 性。如果使用的不是事务型存储引擎，则只能在备份时用LOCK TABLES来锁住所有要一 起备份的表，备份完成后再释放锁。

InnoDB的多版本控制功能可以帮到我们。开始一个事务，转储一组相关的表，然后提 交事务。（如果使用了事务获取一致性备份，则不能用LOCK TABLES,因为它会隐式地提 交事务一详情参见MySQL手册。）只要在服务器上使用REPEATABLE READ事务隔离级 别，并且没有任何DDL,就一定会有完美的一致性，以及基于时间点的数据快照，且在 备份过程中不会阻塞任何后续的工作。

尽管如此，这种方法并不能保护逻辑设计很差的应用。假如在电子商务库中插入一条付 款记录，提交事务，然后在另外一个事务中插入一条发货单记录。备份过程可能在这两 个操作之间开始，备份了付款记录却不包括发货单记录。这就是必须仔细设计事务以确 保相关的操作放在一个组内的原因。

也可以用*mysqldump*来获得InnoDB表的一致性逻辑备份，采用*-single-transaction*选 项可以按照我们所描述的那样工作。但是，这可能会导致一个非常长的事务，在某些负 载下会导致开销大到不可接受。

*x＞*文件一致性

每个文件的内部一致性也非常重要——例如，一条大的UPDATE语句执行时备份反映不出 文件的状态一一并且所有要备份的文件相互间也应一致。如果没有内部一致的文件，还 原时可能会感到惊讶（它们可能已经损坏）。如果是在不同的时间复制相关的文件，它 们彼此可能也不一致。MylSAM的和.以77文件就是个例子。InnoDB如果检测到 不一致或损坏，会记录错误日志乃至让服务器崩溃。

对于非事务性存储引擎，例如MylSAM,可能的选项是锁住并刷新表。这意味着要么用 LOCK TABLES和FLUSH TABLES结合的方法以使服务器将内存中的变更刷到磁盘上，要么 用FLUSH TABLES WITH READ L0CKo 一旦刷新完成，就可以安全地复制MylSAM的原始 文件。

对于InnoDB,确保文件在磁盘上一致更困难。即使使用FLUSH TABLES WITH READ LOCK, InnoDB依旧在后台运行：插入缓存、日志和写线程继续将变更合并到日志和表 空间文件中。这些线程设计上是异步的一一在后台执行这些工作可以帮助InnoDB取得 更高的并发性——正因为如此它们与LOCK TABLES无关。因此，不仅需要确保每个文件 内部是一致的，还需要同时复制同一个时间点的日志和表空间文件。如果在备份时有其 他线程在修改文件，或在与表空间文件不同的时间点备份日志文件，会在恢复后再次因 系统损坏而告终。可以通过下面几个方法规避这个问题。

* 等待直到InnoDB的清除线程和插入缓冲合并线程完成。可以观察SHOW INNODB STATUS的输出，当没有脏缓存或挂起的写时，就可以复制文件。尽管如此，这种方 法可能需要很长一段时间;因为InnoDB的后台线程涉及太多的干扰而不太安全。 所以我们不推荐这种方法。
* 在一个类似LVM的系统中获取数据和日志文件一致的快照，必须让数据和日志文 件在快照时相互一致；单独取它们的快照是没有意义的。在本章后续的LVM快照

'中会讨论。

* 发送一个STOP信号给MySQL,做备份，然后再发送一个CONT信号来再次唤醒 MySQLo看起来像是一个很少推荐的方法，但如果另外一种方法是在备份过程中需 要关闭服务器，则这种方法值得考虑。至少这种技术不需要在重启服务器后预热。

在复制数据文件到其他地方后，就可以释放锁以使MySQL服务器再次正常运行。

匝＞ 复制

从备库中备份最大的好处是可以不干扰主库，避免在主库上增加额外的负载。这是一个 建立备库的好理由，即使不需要用它做负载均衡或高可用。如果钱是个问题，也可以把 备份用的备库用于其他用途，例如报表服务一一只要不对其做写操作，以确保备份时不

会修改数据。备库不必只用于备份的目的；只需要在下次备份时能及时跟上主库，即使 有时因作为其他用途导致复制延时也没有关系。

当从备库备份时，应该保存所有关于复制进程的信息，例如备库相对于主库的位置。这 对于很多情况都非常有用：克隆新的备库，重新应用二进制日志到主库上以获得指定时 间点的恢复，将备库提升为主库等。如果停止备库，需要确保没有打开的临时表，因为 它们可能导致不能重启备库。
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备库可能与主库数据不完全一样。许多人认为备库是主库完全一样的副本，但以我 们的经验,主库与备库数据不匹配是很常见的，并且**MySQL**没有方法检测这个问题。 检测这个问题的唯一方法是使用**Percona Toolkit**中的*pt-table-checksum*之类的工具。

拥有一个复制的备库可能在诸如主库的硬盘烧坏时提供帮助，但却不能提供保证。 复制不是备份。

15.4管理和备份二进制日志

服务器的二进制日志是备份的最重要因素之一。它们对于基于时间点的恢复是必需的， 并且通常比数据要小，所以更容易进行频繁的备份。如果有某个时间点的数据备份和所 有从那时以后的二进制日志，就可以重放自从上次全备以来的二进制日志并“前滚”所 有的变更。

MySQL复制也使用二进制日志。因此备份和恢复的策略经常和复制配置相互影响。

二进制日志很“祎别”。如果丢失了数据，你一定不希望同时丢失了二进制日志。为了 <S 让这种情况发生的几率减少到最小，可以在不同的卷上保存数据和二进制日志。即使在 LVM下生成二进制日志的快照，也是可以的。为了额外的安全起见，可以将它们保存在

SAN上，或用DRBD复制到另外一个设备上。

经常备份二进制日志是个好主意。如果不能承受丢失超过30分钟数据的价值，至少要 每30分钟就备份一次。也可以用一个配置*^log\_slave\_update*的只读备库，这样可以获 得额外的安全性。备産上日志位置与主库不匹配，但找到恢复时正确的位置并不难。最后，

MySQL 5.6版本的*mysqlbinlog*有一个非常方便的特性，可连接到服务器上来实时对二 进制日志做镜像，比起运行一个*mysqld*实例要简单和轻便。它与老版本是向后兼容的。

请参考第8章和第10章中我们推荐的关于二进制日志的服务器配置。

15.4.1二进制日志格式

二进制日志包含一系列的事件。每个事件有一个固定长度的头，其中有各种信息，例如 当前时间戳和默认的数据库。可以使用*mysqlbinlog H*具来査看二进制日志的内容，打 印出一些头信息。下面是一个输出的例子。

1. # at 277
2. #071030 10：47：21 server id 3 end\_log\_pos 369 Query thread\_id=13 exec\_time=0 error\_code=0
3. SET TIMESTAMP=1193755641/\*!\*/；
4. insert into test(a) values(2)/\*!\*/;

第一行包含日志文件内的偏移字节值(本例中为277)。

第二行包含如下几项。

* 事件的日期和时间，MySQL会使用它们来产生SET TIMESTAMP语句。
* 原服务器的服务器ID,对于防止复制之间无限循环和其他问题是非常有必要的。
* end\_log\_pos,下一个事件的偏移字节值。该值对一个多语句事务中的大部分事件是 不正确的。在此类事务过程中，MySQL的主库会复制事件到一个缓冲区，但这样做 的时候它并不知道下个日志事件的位置。
* 事件类型。本例中的类型是Query,但还有许多不同的类型。
* 原服务器上执行事件的线程ID,对于审计和执行CONNECTION\_ID()函数很重要。
* exec\_time,这是语句的时间戳和写入二进制日志的时间之差。不要依赖这个值，因 为它可能在复制落后的备库上会有很大的偏差。
* 在原服务器上事件产生的错误代码。如果事件在一个备库上重放时导致不同的错误, 那么复制将因安全预警而失败。

后续的行包含重放变更时所需的数据。用户自定义的变更和任何其他特定设置，例如当 语句执行时有效的时间戳，也将会出现在这里。

疳趙

H

如果使用的是**MySQL 5.1**中基于行的日志，事件将不再是**SQL**。而是可读性较差的 气由语句对表所做变更的“镜像”。

15.4.2安全地清除老的二进制日志

需要决定日志的过期策略以防止磁盘被二进制日志写满。日志增长多大取决于负载和日 志格式（基于行的日志会导致更大的日志记录）。我们建议，如果可能，只要日志有用 就尽可能保留。保留日志对于设置复制、分析服务器负载、审计和从上次全备按时间点 进行恢复，都很有帮助。当决定想要保留日志多久时，应该考虑这些需求。

一个常见的设置是使用expire\_log\_days变量来告诉MySQL定期清理日志。这个变量 直到MySQL 4.1才引入；在此之前的版本，必须手动清理二进制日志。因此，你可能看 到一些用类似下面的*cron*项来删除老的二进制日志的建议。

0 0\*\*\* /usr/bin/find /var/log/mysql -mtime *+N* -name "mysql-bin.[0-9]\*" | xargs rm

尽管这是在MySQL 4.1之前清除日志的唯一办法，但在新版本中不要这么做！用尸m删 除日志会导致*mysql-bin.index*状态文件与磁盘上的文件不一致，有些语句，例如SHOW MASTER LOGS可能会受到影响而悄然失败。手动修改*mysql-bin.index*文件也不会修复这 个问题。应该用类似下面的命令。

00\*\*\* /usr/bin/mysql -e "PURGE MASTER LOGS BEFORE CURRENT\_DATE - INTERVAL *N* DAY"

expire\_logs\_days设置在服务器启动或MySQL切换二进制日志时生效，因此，如果二 进制日志从没有增长和切换，服务器不会清除老条目。此设置是通过査看日志的修改时 间而不是内容来决定哪个文件需要被清除。

15.5备份数据 国

大多数时候，生成备份有好的也有差的方法一一有时候显而易见的方法并不是好方法。 一个有用的技巧是应该最大化利用网络、磁盘和CPU的能力以尽可能快地完成备份。这 是一个需要不断去平衡的事情，必须通过实验以找到“最佳平衡点”。

15.5.1生成逻辑备份

对于逻辑备份，首先要意识到的是它们并不是以同样方式创建的。实际上有两种类型的 逻辑备份：SQL导出和符号分隔文件。

SQL导出

SQL导出是很多人所熟悉的，因为它们是吋默认的方式。例如，用默认选项导 出一个小表将产生如下（有删减）输出。

**$ mysqldutnp test tl**

--[Version and host comments]

/\* 140101 SET @OLD\_\_CHARACTER\_SET\_CLIENT=@@CHARACTER\_SET\_\_CLIENT \*/;

[More version-specific comments to save options for restore]

--Table structure for table 'tl'

DROP TABLE IF EXISTS 'tl'；

CREATE TABLE 'tl' (

'a' int(ll) NOT NULL,

PRIMARY KEY ('a')

)ENGINE=MyISAM DEFAULT CHARSET=latinl;

--Dumping data for table 'tl'

LOCK TABLES 'tl' WRITE；

/\*14OOOO ALTER TABLE 'tl' DISABLE KEYS \*/；

INSERT INTO 'tl' VALUES (1)；

/\*140000 ALTER TABLE 'tl' ENABLE KEYS \*/;

UNLOCK TABLES;

/\*140103 SET TIME\_ZONE=@OLD\_TIME\_ZONE \*/；

/\*140101 SET SQL\_MODE=@OLD\_SQL\_MODE \*/;

--[More option restoration]

导出文件包含表结构和数据，均以有效的SQL命令形式写出。文件以设置MySQL各种 选项的注释开始。这些要么是为了使恢复工作更高效，要么是因为兼容性和正确性。接 下来可以看到表结构，然后是数据。最后，脚本重置在导出开始时变更的选项。

导出的输出对于还原操作来说是可执行的。这很方便，但*mysqldump*默认选项对于生成 一个巨大的备份却不是太适合(后续我们会深入介绍*mysqldump*的选项)。

I 638 > *mysqldump*不是生成SQL逻辑备份的唯一工具。例如，也可以用*mydumper*或 phpMyAdmin I具来创建注〃我们想指出的是，不是某一个特定的工具有多大的问题, 而是做SQL逻辑备份本身就有一些缺点。下面是主要问题点：

*Schema*和数据存储在一起

如果想从单个文件恢复这样做会非常方便，但如果只想恢复一个表或只想恢复数据 就很困难了。可以通过导出两次的方法来减缓这个问题 次只导出数据，另外

一次只导出Schema 但还是会有下一个麻烦。

*巨大的SQL语句*

服务器分析和执行SQL语句的工作量非常大，所以加载数据时会非常慢。

单个巨大的文件

大部分文本编辑器不能编辑巨大的或者包含非常长的行的文件。尽管有时候可以用 命令行的流编辑器一一例如*sed*或*grep*——来抽出需要的数据，但保持文件小型化

注 **7 :** 请不要用 **Maatkit** 的 *mk-parallel-dump* 和 *mk-parallel-restore* 工具。它们并不安全。

仍然是更合适的。

逻辑备份的成本很高

比起逻辑备份这种从存储引擎中读取数据然后通过客户端/服务器协议发送结果集 的方式，还有其他更高效的方法。

这些限制意味着SQL导出在表变大时可能变得不可用。不过，还有另外一个选择：导出 数据到符号分隔的文件中。

符号分隔文件备份

可以使用SQL命令SELECT INTO OUTFILE以符号分隔文件格式创建数据的逻辑备份。(可 以用*mysqldump*的*-tab*选项导出到符号分隔文件中)。符号分隔文件包含以ASCII展示 的原始数据，没有SQL、注释和列名。下面是一个导出为逗号分隔值(CVS)格式的例子， 对于表格形式的数据来说这是一个很好的通用格式。

mysql> **SELECT \* INTO OUTFILE 7tmp/tl.txt'**

**-> FIELDS TERMINATED BY OPTIONALLY ENCLOSED BY ,n,**

**-> LINES TERMINATED BY '\n'**

**-> FROM test.tl;**

比起SQL导出文件，符号分隔文件要更紧凑且更易于用命令行工具操作，这种方法最大 的优点是备份和还原速度更快。可以和导出时使用一样的选项，用LOAD DATA INFILE方 法加载数据到表中：

mysql> **LOAD DATA INFILE '/tmp/tl.txf**

**-> INTO TABLE test.tl**

**-> FIELDS TERMINATED BY OPTIONALLY ENCLOSED BY**

**-> LINES TERMINATED BY '\n';**

下面这个非正式的测试演示了 SQL文件和符号分隔文件在备份和还原上的速度差异。在 测试中，我们对生产数据做了些修改。导出的表看起来像下面这样：

<639~]

CREATE TABLE load\_test (

coll date NOT NULL,

col2 int NOT NULL,

col3 smallint unsigned NOT NULL,

col4 mediumint NOT NULL,

col5 mediumint NOT NULL,

col6 mediumint NOT NULL,

col7 decimal(3,l) default NULL,

col8 varchar(io) NOT NULL default '',

col9 int NOT NULL,

PRIMARY KEY (coll, col2)

)ENGINE=InnoDB;

这张表有1500万行，占用近700MB的磁盘空间。表15.1对比了两种备份和还原方法

的性能。可以看到测试中还原时间有较大的差异。

表**15-1： SQL**和符号分隔导出所用的备但和恢复时间

方法

导出大小 导出时间

还原时间

**SQL** 导出 **727 MB 102 600**

符号分隔导出 **J669 MB 86 01**

但是SELECT INTO OUTFILE方法也有一些限制。

* 只能备份到运行MySQL服务器的机器上的文件中。（可以写一个自定义的SELECT INTO OUTFILE程序，在读取SELECT结果的同时写到磁盘文件中，我们已经看到有 些人采用这种方法。）
* 运行MySQL的系统用户必须有文件目录的写权限，因为是由MySQL服务器来执 行文件的写入，而不是运行SQL命令的用户。
* 出于安全原因，不能覆盖已经存在的文件，不管文件权限如何。
* 不能直接导出到压缩文件中。
* 某些情况下很难进行正确的导出或导入，例如非标准的字符集。

函＞ 15.5.2文件系统快照

文件系统快照是一种非常好的在线备份方法。支持快照的文件系统能够瞬间创建用来备 份的内容一致的镜像。支持快照的文件系统和设备包括FreeBSD的文件系统、ZFS文件 系统、GNU/Linux的逻辑卷管理（LVM）,以及许多的SAN系统和文件存储解决方案, 例如NetApp存储。

不要把快照和备份相混淆。创建快照是减少必须持有锁的时间的一个简单方法；释放锁 后，必须复制文件到备份中。事实上，有些时候甚至可以创建InnoDB快照而不需要锁定。 我们将要展示两种使用LVM来对InnoDB文件系统做备份的方法，可以选择最小化锁或 零锁的方案。

快照对于特别用途的备份是一个非常好的方法。一个例子是在升级过程中遇到有问题而 回退的情况。可以在升级前创建一个镜像，这样如果升级有问题，只需要回滚到该镜像。 可以对任何不确定和有风险的操作都这么做，例如对一个巨大的表做变更（需要多少时 间是未知的）。

LVM快照是如何工作的

LVM使用写时复制（copy-on-write）的技术来创建快照 例如，对整个卷的某个瞬间

的逻辑副本。这与数据库中的MVCC有点像，不同的是它只保留一个老的数据版本。

注意，我们说的不是物理副本。逻辑副本看起来好像包含了创建快照时卷中所有的数据， 但实际上一开始快照是不包含数据的。相比复制数据到快照中，LVM只是简单地标记创 建快照的时间点，然后对该快照请求读数据时，实际上是从原始卷中读取的。因此，初 始的复制基本上是一个瞬间就能完成的操作，不管创建快照的卷有多大。

当原始卷中某些数据有变化时，LVM在任何变更写入之前，会复制受影响的块到快照预 留的区域中。LVM不保留数据的多个“老版本”，因此对原始卷中变更块的额外写入并 不需要对快照做其他更多的工作。换句话说，对每个块只有第一次写入才会导致写时复 制到预留的区域。

现在，在快照中请求这些块时，LVM会从复制块中而不是从原始卷中读取。所以，可以 继续看到快照中相同时间点的数据而不需要阻塞任何原始卷。图15.1描述了这个方案。

快照会在/d印目录下创建一个新的逻辑卷，可以像挂载其他设备一样挂载它。

![](data:image/png;base64,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)

图**15・1：**写时复制技术如何减少单个卷快照需要的大小
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理论上讲，这种技术可以对一个非常大的卷做快照，而只需要非常少的物理存储空间。 但是，必须设置足够的空间，保证在快照打开时，能够保存所有期望在原始卷上更新的 块。如果不预留足够的写时复制空间，当快照用完所有的空间后，设备就会变得不可用。 这个影响就像拔出一个外部设备：任何从设备上读的备份工作都会因I/O错误而失败。

先决条件和配置

创建一个快照的消耗几乎微不足道，但还是需要确保系统配置可以让你获取在备份瞬间 的所有需要的文件的一致性副本。首先，确保系统满足下面这些条件。

* 所有的InnoDB文件（innoDB的表空间文件和InnoDB的事务日志）必须是在单个 逻辑卷（分区）。你需要绝对的时间点一致性，LVM不能为多于一个卷做某个时间 点一致的快照。（这是LVM的一个限制；其他一些系统没有这个问题。）
* 如果需要备份表定义，MySQL数据目录必须在相同的逻辑卷中。如果使用另外一种 方法来备份表的定义，例如只备份Schema到版本控制系统中，就不需要担心这个 问题。
* 必须在卷组中有足够的空闲空间来创建快照。需要多少取决于负载。当配置系统时， 应该留一些未分配的空间以便后面做快照。

LVM有卷组的概念，它包含一个或多个逻辑卷。可以按照如下的方式査看系统中的卷组:

**# vgs**

VG #PV #LV #SN Attr VSize VFree

vg 140 wz--n- 534.18G 249.18G

输出显示了一个分布在一个物理卷上的卷组，它有四个逻辑卷，大概有250GB空间空闲。 如果需要，可用vgd/s以可命令产生更详细的输出。现在让我们看一下系统上的逻辑卷：

|  |  |  |  |
| --- | --- | --- | --- |
| **# Ivs** | | | |
| LV | VG | Attr | LSize Origin Snap% Move Log Copy% |
| home | vg | -wi-ao | 40.00G |
| mysql vg | | -wi-ao | 225.00G |
| tmp | vg | -wi-ao | 10.00G |
| var | vg | -wi-ao | 10.00G |

输出显示mysql卷有225GB的空间。设备名是/dev/vg/mysql。这仅是个名字，尽管看 起来像一个文件系统路径。更加让人困惑的是，还有个符号链接从相同名字的文件链到 */dev/mapper/vg-mysql*的设备节点，用*Is*和*mount*命令可以观察到。

* **Is -1 /dev/vg/mysql**

Irwxrwxrwx 1 root root 20 Sep 19 13：08 /dev/vg/mysql -> /dev/mapper/vg-mysql

* **mount I grep mysql**

/dev/mapper/vg-mysql on /var/lib/mysql

有了这个信息，就可以创建文件系统快照了。

创建、挂载和删除LVM快照

一条命令就能创建快照。只需要决定快照存放的位置和分配给写时复制的空间大小即可。 不要纠结于是否使用比想象中的需求更多的空间。LVM不会马上使用完所有指定的空间， 只是为后续使用预留而已。因此多预留一点空间并没有坏处，除非你必须同时为其他快 照预留空间。

让我们来练习创建一个快照。我们给它16GB的写时复制空间，名字为backupjnysql。

**# Ivcreate --size 16G --snapshot --name backupjnysql /dev/vg/mysql** Logical volume "backup\_mysqlH created

H

这里特意命名为backup\_mysql卷而不是mysql\_backup,是为了避免Tab键自动补全 a造成误会。这有助于避免因为Tab键自动补全导致突然误删除mysql卷组的可能。

现在让我们看看新创建的卷的状态。

**# Ivs**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGQAAABQAQAAAADHcu1CAAAACXBIWXMAABcSAAAXEgFnn9JSAAABQUlEQVQ4jbXRv0rDQBgA8OszuHQQswS6FgrSQTAujnF262PU6XJkcCkUOiVQzDu0IBaEXoiggZDgE3ihBaei4tJgzHkGyX0nNATBm+7H993x/UEcHlSnJefJz32LkaYIxIrfsgMWmQPOOs7RAUaE0IfYwKzT7Qu52TiMT/F63nu7wqideYHQZt59F9r3hUy8mQ17QgvX8791g/dKjcOoVE/80rJoZBh8c/vab2vokrB4cCK0HQqVVYhqcs49XikDosep1AvVVlJN5/In2YGVShFiUSl3OjExFIWaqdKUd2dAZGLIzEVwzXb18F/yFT0qynZILJ5dSE2Tu/NKupNEMqaHwQiKQfk5zFypIrQaDOLPwboamhDPsVSiaKxoyYu63pspqdPnB1ALEaB7NIKZh6qmjeUApboPVdhK1Z6ip2axL5cNmgG7m/L/AAAAAElFTkSuQmCC)

G 00 00 g 00 00

Attr swi-a- -wi-ao owi-ao -wi-ao

LSize Origin Snap% Move Log Copy% 16.00G mysql 0.01

40.00G

225.QOG

10.00G
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-wi-ao 10.00G

可以注意到，快照的属性与原设备不同，而且该输出还显示了一点额外的信息：原始卷 组和分配了 16GB的写时复制空间目前已经使用了多少。备份时对此进行监控是个非常 好的主意，可以知道是否会因为设备写满而备份失败。可以交互地监控设备的状态，或 使用诸如Nagios这样的监控系统。

**# watch 'Ivs I grep backup\***

从前面*mount*的输出可以看到，mysql卷包含一个文件系统。这意味着快照也同样如此, 可以像其他文件系统一样挂载。

* **mkdir /tmp/backup**
* **mount /dev/mapper/vg-backup\_mysql /tmp/backup**

| -rw-r | 1 mysql mysql |
| --- | --- |
| -rw-r | 1 mysql mysql |
| -rw-r | 1 mysql mysql |
| -rw-r | 1 mysql mysql |
| -rw-r----- | 1 mysql mysql |
| -rw-r----- | 1 mysql mysql |

# Is -1 /tmp/backup/mysql total 5336

・・・ omitted ...

0 Nov

1024 Mar

8820 Mar 10512 Jul

4096 Jul

9494 Mar

17 2006

24 2007

24 2007

12 10:26

12 1O：29

24 2007

columns\_priv.MYD columns\_priv.MYI columns\_priv.frm db.MYD

db.MYI

db.frm

这里只是为了练习，因此我们卸载这个快照并用*Ivremove*命令将其删除。

* **umount /tmp/backup**
* **rmdir /tmp/backup**
* **Ivremove --force /dev/vg/backup\_mysql**

Logical volume "backup\_mysql" successfully removed

用于在线备份的LVM快照

现在已经知道如何创建、加载和删除快照，可以使用它们来进行备份了。首先看一下如 何在不停止MySQL服务的情况下备份InnoDB数据库，这里需要使用一个全局的读锁。 连接MySQL服务器并使用一个全局读锁将表刷到磁盘上，然后获取二进制日志的位置:

**mysql> FLUSH TABLES WITH READ LOCK; SHOW MASTER STATUS;**

记录SHOW MASTER STATUS的输出，确保到MySQL的连接处于打开状态，以使读锁不被 释放。然后获取LVM的快照并立刻释放该读锁，可以使用UNLOCK TABLES或者直接 关闭连接来释放锁。最后，加载快照并复制文件到备份位置。

画> 这种方法最主要的问题是，获取读锁可能需要一点时间，特别是当有许多长时间运行的 査询时。当连接等待全局读锁时，所有的査询都将被阻塞，并且不可预测这会持续多久。

-文件系统快照和InnoDB

即使锁住所有的表，InnoDB的后台线程仍会继续工作，因此，即使在创建快照时， 仍然可以往文件中写入。并且，由于InnoDB没有执行关闭操作，如果服务器意外 断电，快照中InnoDB的文件会和服务器意外掉电后文件的遭遇一样。

这不是什么问题，因为InnoDB是个ACID系统。任何时刻（例如快照时），*每* 个提交的事务要么在InnoDB数据文件中要么在日志文件中。在还原快照后启动 MySQL时，InnoDB将运行恢复进程，就像服务器断过电一样。它会查找事务日 志中任何提交但没有应用到数据文件中的事务然后应用，因此不会丢失任何事务。 这正是要强制InnoDB数据文件和日志文件在一起快照的原因。

这也是在备份后需要测试的原因。启动一个MySQL实例，把它指向一个新备份， 让InnoDB执行崩溃恢复过程，然后检测所有的表。通过这种方法，就不会备份损 坏了却还不知道（文件可能由于任何原因损坏）。这么做的另外一个好处是，未来 需要从备份中还原时会更快，因为已经在备份上运行过一遍恢复程序了。

甚至还可以在将快照复制到备份目的地之前，直接在快照上做上面的操作，但增加 一点点额外开销。所以需要确保这是计划内的操作。（后面会有更多说明。）

使用LVM快照无锁InnoDB备份

无锁备份只有一点不同。区别是不需要执行FLUSH TABLES WITH READ L0CKo这意味着 不能保证MylSAM文件在磁盘上一致，如果只使用InnoDB,这就不是问题。mysql系统数据库中依然有部分MylSAM表，但如果是典型的工作负载，在快照时这些表不太可 能发生改变。

如果你认为mysqI系统表可能会变更，那么可以锁住并刷新这些表。一般不会对这些表 有长时间运行的查询，所以通常会很快。

mysql> **LOCK TABLES mysql.user READ, mysql.db READ, ...；**

mysql> **FLUSH TABLES mysql.user^ mysql.db, ...；**

由于没有用全局读锁，因此不会从SHOW MASTER STATUS中获取到任何有用的信息。尽管 如此，基于快照启动MySQL （来验证备份的完整性）时，也将会在日志文件中看到像 下面的内容。 ,
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InnoDB: Doing recovery: scanned 叩 to log sequence number 0 40817239

InnoDB: Starting an apply batch of log records to the database...

InnoDB: Progress in percents: 3456 ...[omitted]... 97 98 99

InnoDB: Apply batch completed

InnoDB: **Last MySQL binlog file position 0 3304937, file name /var/log/mysql/mysql-bin.000001**

070928 14：08：42 InnoDB: Started; log sequence number 0 40817239

InnoDB记录了 MySQL已经恢复的时间点对应的二进制日志位置。这个二进制日志位置 可以用来做基于时间点的恢复。

使用快照进行无锁备份的方法在MySQL 5.0或更新版本中有变动。这些MySQL版本使 用XA来杪调InnoDB和二进制日志。如果还原到一个与备份时server\_id不同的服务器， 服务器在准备事务阶段可能发现这是从另外一个与自己有不同ID的服务器来的。在这 种情况下，服务器会变得困惑，恢复事务时可能会卡在PREPARED状态。这种情况很少发生， 但是存在可能性。这也是只有经过验证才可以说备份成功的原因。有些备份也许是不能 恢复的。

如果是在备库上获取快照，InnoDB恢复时还会打印如下几行日志。

InnoDB: In a MySQL replica the last master binlog file

InnoDB: position 0 115, file name mysql-bin.001717

输出显示了 InnoDB已攻恢复的基于主库的二进制日志位置（相对于备库二进制日志位 置）,这对于基于备库备份或基于其他备库克隆备库来说非常有用。

规划LVM备份

LVM快照备份也是有开销的。服务器写到原始卷的越多，引发的额外开销也越多。当服 务器随机修改许多不同块时，磁头需要自写时复制空间来来回回寻址，并且将数据的老 版本写到写时复制空间。从快照中读取也有开销，因为LVM需要从原始卷中读取大部 分数据。只有快照创建后修改过的数据从写时复制空间读取;因此，逻辑顺序读取快照 数据实际上也可能导致磁头来回移动。

所以应该为此规划好快照。快照实际上会导致原始卷和快照都比正常的读/写性能要 差一一如果使用过多的写时复制空间，性能可能会差很多。这会降低MySQL服务器和 复制文件进行备份的性能。我们做了基准测试，发现LVM快照的开销要远高于它本应 该有的——我们发现性能最多可能会慢5倍，具体取决于负载和文件系统。在规划备份 时要记得这一点。

规划中另外一个重要的事情是，为快照分配足够多的空间。我们一般采取下面的方法。

* 记住，LVM只需要复制每个修改块到快照一次。MySQL写一个块到原始卷中时， 它会复制这个块到快照中，然后对复制的块在例外表中生成一个标记。后续对这个 块的写不会产生任何到快照的复制。
* 如果只使用InnoDB,要考虑InnoDB是如何写数据的。IimoDB实际需要对数据写 两遍，至少一半的InnoDB的写I/O会到双写缓冲（doublewrite buffer）、日志文件， 以及其他磁盘上相对小的区域中。这部分会多次重用相同的磁盘块，因此第一次时 对快照有影响，但写过一次以后就不会对快照带来写压力。.
* 接下来，相对于反复修改同样的数据，需要评估有多少I/O需要写入到那些还没有 复制到快照写时复制空间的块中，对评估的结果要保留足够的余量。
* 使用*vmstat*或*iostat*来收集服务器每秒写多少块的统计信息。
* 衡量（或评估）复制备份到其他地方需要多久。换言之，需要在复制期间保持LVM 快照打开多长时间。

假设评估出有一半的写会导致往快照的写时复制空间的写操作，并且服务器支持10MB/ s的写入。如果需要一个小时（3600s）将快照复制到另外一个服务器上，那么将需要 1/2 x 10MB x 3600即18GB的快照空间。考虑到容错，还要增加一些额外的空间。

有时候当快照保持打开时，很容易计算会有多少数据发生改变。让我们看个例子。 BoardReader论坛搜索引擎每个存储节点有约1TB的InnoDB表。但是，我们知道最大 的开销是加载新数据。每天新增近10GB的数据，因此50GB的快照空间应该完全足够。 然而这样来评估并不总是正确的。假设在某个时间点，有一个长时间运行的依次修改每 个分片的ALTER TABLE操作，它会修改超过50GB的数据；在这个时间点，就不能做备 份操作。为了避免这样的问题，可以稍后再创建快照，因为创建快照后会导致一个负载 的高峰。

备份误区2 : “快照就是备份”

一个快照，不论是LVM快照、ZFS快照，还是SAN快照，都不是实际的备份， 因为它不包含数据的完整副本。正因为快照是写时复制的，所以它只包含实际数据 和快照发生的时间点的数据之间的差异数据。如果一个没有被修改的块在备份副本 时被损坏，那就没有该块的正常副本可以用来恢复，并且备份副本时每个快照看到 的都是相同的损坏的块。可以使用快照来“冻结”备份时的数据，但不要把快照当 祚一个备份。

快照的其他用途和替代方案
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快照有更多的其他用途，而不仅仅用于备份。例如，之前提到，在一个有潜在危险的动 作之前生成一个“检査点”会有帮助。有些系统允许将快照提升为原文件系统，这使得 回滚到生成快照的时间点的数据非常简单。

文件系统快照不是取得数据瞬间副本的唯一方法。另外一个选择是RAID分裂：举个例 子，如果有一个三磁盘的软RAID镜像，就可以从该RAID组中移出来一个磁盘单独加载。 这样做没有写时复制的代价，并且需要时将此类“快照”提升为主副本的操作也很简单。 不错,如果要将磁盘加回到RAID集合,就必须重新进行同步。当然，天下没有免费的午餐。

15.6从备份中恢复

如何恢复数据取决于是怎么备份的。可能需要以下部分或全部步骤。

* 停止MySQL服务器。
* 记录服务器的配置和文件权限。
* 将数据从备份中移到MySQL数据目录。
* 改变配置。
* 改变文件权限。
* 以限制访问模式重启服务器，等待完成启动。
* 载入咨辑备份文件。
* 检査和重放二进制日志。
* 检测已经还原的数据。
* 以完全权限重启服务器。

,I

我们在接下来的章节中将演示这些步骤的具体操作。我们也会对本节及本章后面几节提

及的一些特殊的备份方法和工具做一些解释。

**I 1**如果有机会使用文件的当前版本，就不要用备份中的文件来代替。例如，如果备份

七代巍包含二进制日志,并且需要重放这些日志来做基于时间点的恢复，那么不要把当前

**1 1**二进制日志用备份中的老的副本替代。如果有需要，可以将其重命名或移动到其他

地方。

在恢复过程中，保证MySQL除了恢复进程外不接受其他访问，这一点往往比较重要。 我们喜欢以*-skip-networking* 和*—socket=/tmp/mysql\_recover.sock* 选项来启动 MySQL, E648＞以确保它对于已经存在的应用不可访问，直到我们检测完并重新提供服务。这对于按块 加载的逻辑备份的恢复来说尤其重要。

15.6.1恢复物理备份

恢复物理备份往往非常直接——换言之，没有太多的选项。这可能是好事，也可能是坏事, 具体取决于恢复的需求。一般过程是简单地复制文件到正确位置。

是否需要关闭MySQL取决于存储引擎。MylSAM的文件一般相互独立，即使服务器 正在运行，简单地复制每个表的*,frm. .MYI*和文件也可以正常操作。一旦有任 何对此表的査询，或者其他会导致服务器访问此表的操作（例如，执行SHOW TABLES）, MySQL都会立刻找到这些表。如果在复制这些文件时表是打开的，可能会有麻烦，因 此操作前要么删除或重命名该表，要么使用LOCK TABLES和FLUSH TABLES来关闭它。

InnoDB的情况有所不同。如果用传统的InnoDB的步骤来还原，即所有表都存储在单个 表空间，就必须关闭MySQL,复制或移动文件到正确位置上，然后重启。同样也需要 InnoDB的事务日志文件与表空间文件匹配。如果文件不匹配——例如，替换了表空间 文件但没有替换事务日志文件——InnoDB将会拒绝启动。这也是将日志和数据文件一 起备份非常关键的一个原因。

如果使用 InnoDB file-per-table 特性（innodb\_file\_per\_table）, InnoDB 会将每个表的数 据和索引存储于一个.汕d文件中，这就像MylSAM的.肱77和文件合在一起。可 以在服务器运行时通过复制这些文件来备份和还原单个表，但这并不像MylSAM中那 样简单。这些文件并不完全独立于InnoDBo每个.姑d文件都有一些内部的信息，保存 着它与主（共享）表空间之间的关系。在还原这样的文件时，需要让InnoDB先“导入” 这个文件。

这个过程有许多的限制，如果有需要可以阅读MySQL用户手册中关于每个表使用独立 表空间中的部分。最大的限制是只能在当初备份的服务器上还原单个表。用这种配置来 备份和还原多个表不是不可能，但可能比想象的要更棘手。

**B**

**Percona Server**和**Percona XtraBackup**有一些改进,放宽了部分关于这个过程的限制, ,例如同一服务器的限制。

所有这些复杂度意味着还原物理备份会非常乏味，并且容易出错。一个好的值得倡导的 规则是，恢复过程越难越复杂，也就越需要逻辑备份的保护。为了防止一些无法意料的〈西 情况或者某些无法使用物理备份的场景，准备好逻辑备份总是值得推荐的。

还原物理备份后启动MySQL

在启动正在恢复的MySQL服务器之前，还有些步骤要做。

首先，最重要且最容易忘记的事情，是在启动MySQL服务器之前检査服务器的配置， 确保恢复的文件有正确的归属和权限。这些属性必须完全正确，否则MySQL可能无法 启动。这些属性因系统的不同而不同，因此要仔细检査是否和之前做的记录吻合。一般 都需要*mysql*用户和组拥有这些文件和目录，并且只有这个用户和组拥有可读/写权限。

建议观察MySQL启动时的错误日志。在UNIX类系统上，可以如下观察文件。

**$ tail -f /var/log/mysql/mysql.err**

注意错误日志的准确位置会有所不同。一旦开始监测文件，就可以启动MySQL服务器 并监测错误。如果一切进展顺利，MySQL启动后就有一个恢复好的数据库服务器了。

观察错误日志对于新的MySQL版本更为重要。老版本在InnoDB有错时不会启动，但 新版本不管怎样都会启动，而只是让InnoDB失效。即使服务器看起来启动没有任何问题， 也应该对每个数据库运行SHOW TABLE STATUS来再次检测错误日志。

15.6.2还原逻辑备份

如果还原的是逻辑备份而不是物理备份，则与使用操作系统简单地复制文件到适当位置 的方式不同，需要使用MySQL服务器本身来加载数据到表中。

在加载导出文件之前，应该先花一点时间考虑文件有多大，需要多久加载完，以及在启 动之前还需要做什么事情，例如通知用户或禁掉部分应用。禁掉二进制日志也是个好主 意，除非需要将还原操作复制到备库：服务器加载一个巨大的导出文件的代价很高，并 且写二进制旧志会宙加更多的（可能没有必要的）开销。加载巨大的文件对于一些存储 引擎也有影响。例如，在单个事务中加载100GB数据到InnoDB就不是个好想法，因为 r650>巨大的回滚段将会导致问题。应该以可控大小的块来加载，并且逐个提交事务。有两种 类型的逻辑备份，所以相应地有两种类型的还原操作。

加载SQL文件

如果有一个SQL导出文件，它将包含可执行的SQLO需要做的就是运行这个文件。假 设备份Sakila示例数据库和Schema到单个文件，下面是用来还原的常用命令。

**$ mysql < sakila-backup.sql**

也可以从*mysql*命令行客户端用SOURCE命令加载文件。这只是做相同事情的不同方法， 不过该方法使得某些事情更简单。例如，如果你是MySQL管理用户，就可以关闭用客 户端连接执行时的二进制记录，然后加载文件而不需要重启MySQL服务器。

**mysql> SET SQL\_LOG\_BIN = 0;**

**mysql> SOURCE sakila-backup.sql;**

**mysql> SET SQL\_LOG^BIN = 1;**

需要注意的是，如果使用SOURCE,当定向文件到*mysql*时，默认情况下，发生一个错误 不会导致一批语句退出。

如果备份做过压缩，那么不要分别解压缩和加载。应该在单个操作中完成解压缩和加载。 这样做会快很多。

**$ gunzip -c sakila-backup.sql.gz | mysql**

如果想用SOURCE命令加载一个压缩文件，可参考下节中关于命名管道的讨论。

如果只想恢复单个表（例如，actor表），要怎么做呢？如果数据没有分行但有schema信 息，那么还原数据并不难。

**$ grep 1INSERT INTO 'actor'' sakila-backup.sql | mysql sakila**

或者，如果文件是压缩过的，那么命令如下。

**$ gunzip -c sakila-backup.sql.gz | grep 'INSERT INTO 'actor''| mysql sakila**

如果需要创建表并还原数据，而在单个文件中有整个数据库，则必须先编辑这个文件。 这也是有一些人喜欢导出每个表到各自文件中的原因。大部分编辑器无法应付巨大的文 件，尤其如果它们是压缩过的。另外，也不会想实际地编辑文件本身一一只想抽取相关 的行——因此可能必须做一些命令行工作。使用*grep*来仅抽出给定表的INSERT语句较 简单，就像我们在前面命令中做的那样，但得到CREATE TABLE语句比较难。下面是抽取 所需段落的sed脚本。

**$ sed -e ’/./{H;$!d;}' -e \*x;/CREATE TABLE 'actor**、**/!d;q' sakila-backup.sql**

我们得承认这条命令非常隐晦。如果必须以这种方式还原数据，那只能说明备份设计非 <65Q 常糟糕。如果有一点规划，可能就不会需要痛苦地去尝试弄清楚sed如何工作了。只需 要备份每个表到各自的文或者可以更进一步，分别备份数据和Schema。

加载符号分隔文件

如果是通过SELECT INTO OUTFILE导出的符号分隔文件，可以使用LOAD DATA INFILE通 过相同的参敎来加载。也可以用*mysqlimport,*这是LOAD DATA INFILE的一个包装。这 种方式依赖命名约定决定从哪里加载一个文件的数据。

我们希望你导出了 Schema,而不仅是数据。如果是这样，那应该是一个SQL导出，就 可以使用上一节中描述的技术来加载。

使用LOAD DATA INFILE有一个非常好的优化技巧。LOAD DATA INFILE必须直接从文本 文件中读取，因此，如果是压缩文件很多人会在加载前先解压缩，这是非常慢的磁盘密 集型的操作。然而，在支持FIFO “命名管道”文件的系统如GNU/Linux上，对这种操 作有个很好的方法。首先，创建一个命名管道并将解压缩数据流到它里面。

**$ mkfifo /tmp/backup/default/sakila/payment.fifo**

**$ chmod 666 /tmp/backup/default/sakila/payment. -Fifo**

**$ gunzip -c /tmp/backup/default/sakila/payment.txt.gz**

**> /tmp/backup/de-Fault/sakila/payment.fifo**

注意我们使用了一个大于号字符（>）来重定向解压缩输出到*payment.fifo*文件中一一而 不是在不同程序之间创建匿名管道的管道符号。

管道会等待，直到其他程序打开它并从另外一端读取数据。简单一点说，MySQL服务 器可以从管道中读取解压缩后的数据，就像其他文件一样。如果可能，不要忘记禁掉二 进制日志。

mysql> **SET SQL\_LOG\_BIN = 0; -- Optional**

**-> LOAD DATA INFILE \*/tmp/backup/default/sakila/payment.fifo1**

**-> INTO TABLE sakila.payment;**

Query OK, 16049 rows affected （2.29 sec）

Records: 16049 Deleted: 0 Skipped: 0 Warnings: 0

一旦MySQL加载完数据，*gunzip*就会退出，然后可以删除该命令管道。在MySQL命 令行客户端'使用SOURCE命令加载压缩的文件也可以使用此技术。Percona Toolkit中的 *pt-fifo-split*程序还可以帮助分块加载大文件,而不是在单个大事务中操作,这样效率更高。

你无法从这里到达那里

F652>

本书的作者之一曾将一列从DATETIME变为TIMESTAMP,以节约空间并使处理过程 更快，就像第3章中推荐的那样。结果表定义如下。

CREATE TABLE tbl (

coll timestamp NOT NULL,

col2 timestamp NOT NULL default CURRENT\_TIMESTAMP

on update CURRENT\_TIMESTAMP, ~

...more columns ...

)；

这个表定义在MySQL 5.0.40版本上导致了 一个语法错误，而这是创建时的版本。 可以执行导出，但无法加载。这很奇怪，诸如这样无法预料的错误也是测试备份重 要的原因之一。你永远不会知道什么会阻止你还原数据！

15.6.3基于时间点的恢复

对MySQL做基于时间点的恢复常见的方法是还原最近一次全备份，然后从那个时间点 开始重放二进制日志(有时叫“前滚恢复”)。只要有二进制日志，就可以恢复到任何希 望的时间点。甚至可以不太费力地恢复单个数据库。

主要的缺点是二进制日志重放可能会是一个很慢的过程。它大体上等同于复制。如果有 一个备库，并且已经测量到SQL线程的利用率有多高，那么对重放二进制日志会有多快 就会心里有数了。例如，如果SQL线程约有50%被利用，则恢复一周二进制日志的工 作可能在三到四天内完成。

一个典型场景是对有害的语句的结果做回滚操作，例如DROP TABLEO让我们看一个简化 的例子，看只有MylSAM表的情况下该如何做。假如是在半夜，备份任务在运行与下面 所列相当的语句，复制数据库到同一服务器上的其他地方。

**mysql> FLUSH TABLES WITH READ LOCK;**

**-> serverl# cp -a /var/lib/mysql/sakila /backup/sakila;**

**mysql> FLUSH LOGS;**

**-> serverl# mysql -e "SHOW MASTER STATUS" --vertical > /backup/master.info; mysql> UNLOCK TABLES;**

然后，假设有人在晚些时间运行下列语句。

**mysql> USE sakila;**

**mysql> DROP TABLE sakila.payment;**

为了便于说明，我们先假设可以单独地恢复这个数据库（即此库中的表不涉及跨库查询）。

再假设是直到后来出问题才意识到这个有问题的语句。目标是恢复数据库中除了有问题 <65T] 的语句之外所有发生的事务。也就是说，其他表已经做的所有修改都必须保持，包括有 问题的语句运行之后的修改。

这并不是很难做到。首先，停掉MySQL以阻止更多的修改，然后从备份中仅恢复 sakila数据库。

serverl# **/etc/init.d/mysql stop**

**serverl# mv /var/lib/mysql/sakila /var/lib/mysql/sakila.tmp**

serverl# **cp -a /backup/sakila /var/lib/mysql**

再到运行的服务器的*my.cnf*中添加如下配置以禁止正常的连接。

skip-networking socket=/tmp/mysql\_recover.sock

现在可以安全地启动服务器了。

serverl# **/etc/init.d/mysql start**

下一个任务是从二进制日志中分出需要重放和忽略的语句。事发时，自半夜的备份以来， 服务器只创建了一个二进制日志。我们可以用*grep*来检査二进制日志文件以找到问题语 句。

serverl# **mysqlbinlog --database=sakila /var/log/mysql/mysql-bin.000215**

**I grep -B3 -i 'drop table sakila.payment,**

# at 352

#070919 16:11:23 server id 1 endlogpos 429 Query thread\_id=16 exec\_time=0 error\_code=O

SET TIMESTAMP=119O232683/\*I\*/；

DROP TABLE sakila.payment/\*!\*/;

可以看到，我们想忽略的语句在日志文件中的352位置，下一个语句位置是429。可以 用下面的命令重放日志直到352位置，然后从429继续。

serverl# **mysqlbinlog --database=sakila /var/log/mysql/mysql-bin.000215**

**--stop-position=352 | mysql -uroot -p**

serverl# **mysqlbinlog --database=sakila /var/log/mysql/mysql-bin.000215 --start-position=429 | mysql -uroot -p**

接下来要做的是检测数据以确保没有问题，然后关闭服务器并撤消对*my.cnf*的改变，最

后重启服务器。

15.6.4更高级的恢复技术

复制和基于时间点的恢复使用的是相同的技术:服务器的二进制日志。这意味着复制在 恢复时会是个非常有帮助的工具，哪怕方式不是很明显。在本节中我们将演示一些可以 用到的方法。这里列出来的不是一个完全的列表，但应该可以为你根据需求设计恢复方 案带来一些想法。记得编写脚本，并且对恢复过程中需要用到的所有技术进行预演。

国＞ 用于快速恢复的延时复制

在本章的前面已经提到，如果有一个延时的备库，并且在备库执行问题语句之前就发现 了问题，那么基于时间点的恢复就更快更容易了。

恢复的过程与本章前几节描述的有点不一样，但思路是相同的。停止备库，用START SLAVE UNTIL来重放事件直到要执行问题语句。接着，执行SET GLOBAL SQL\_SLAVE\_ SKIP\_COUNTER=1来跳过问题语句。如果想跳过多个事件，可以设置一个大于1的值（或 简单地使用CHANGE MASTER TO来前移备库在日志中的位置）。

然后要做的就是执行START SLAVE,让备库执行完所有的中继日志。这样就利用备库完 成了基于时间点的恢复中所有冗长的工作。现在可以将备库提升为主库，整个恢复过程 基本上没有中断服务。

即使没有延时的备库来加速恢复，普通的备库也有好处，至少会把主库的二进制日志复 制到另外的机器上。如果主库的磁盘坏了，备库上的中继日志可能就是唯一能够获取到 的最接近主库二进制日志的东西了。

使用日志服务器进行恢复

还有另外一种使用复制来做恢复的方法：设置日志服务器。我们感觉复制比*mysqlbinlog* 更可靠，*mysqlbinlog*可能会有一些导致异常行为的奇怪的Bug和不常见的情况。使用日 志服务器进行恢复比*mysqlbinlog*更灵活更简单，不仅因为START SLAVE UNTIL选项，还 因为那些可以采用的复制规则（例如replicate-do-table）o使用日志服务器，相对其 他的方式来说，可以做到更复杂的过滤。

例如，使用日志服务器可以轻松地恢复单个表。而用*mysqlbinlog*和命令行工具则要困 难得多一一事实上，这样做太复杂了，所以我们一般不建议进行尝试。

假设粗心的开发人员像前面的例子一样删除了同样的表，现在想恢复此误操作，但又不 想让整个服务器退到昨晚的备份。下面是利用日志服务器进行恢复的步骤：

1. 将需要恢复的服务器叫作serverlo
2. 在另外一台叫做的服务器上恢复昨晚的备份。在这台服务器上运行恢复进

程，以免在恢复时犯错而导致事情更糟。

1. 按照第10章的做法设置日志服务器来接收serverl的二进制日志（复制日志到另外〈窗 一个服务器并设置日志服务器是个好想法，但是要格外注意。）
2. 改变server? W配置文件，增加如下内容。

replicate-do-table=sakila, payment

1. 重启server2,然后用CHANGE MASTER TO来让它成为日志服务器的备库。配置它从 昨晚备份的二进制日志坐标读取。这时候切记不要运行START SLAVEO
2. 检测server2 ±的SHOW SLAVE STATUS的输出，验证一切正常。要三思而行！
3. 找到二进制日志中问题语句的位置，在serve”上执行START SLAVE UNTIL来重放 事件直到该位置。
4. 在server2±用STOP SLAVE停掉复制进程。现在应该有被删除表，因为现在从库停 止在被删除之前的时间点。

9・将所需表从server2复制到serverlo

只有没有任何多表的UPDATE. DELETE或INSERT语句操作这个表时，上述流程才是可行的。 任何这样的多表操作语句在被记录的时候，可能是基于多个数据库的状态，而不仅仅是 当前要恢复的这个数据库，所以这样恢复出来的数据可能和原始的有所不同。（只有在 使用基于语句的二进制日志时才会有这个问题；如果使用的是基于行的日志，重放过程 不会碰到这个错误。）

1. InnoDB崩溃恢复

InnoDB在每次启动时都会检测数据和日志文件，以确认是否需要执行恢复过程。而且， InnoDB的恢复过程与我们在本章之前谈论的不是一回事。它并不是恢复备份的数据； 而是根据日志文件将事务应用到数据文件，将未提交的变更从数据文件中回滚。

精确地描述InnoDB如何进行恢复工作，这有点太过复杂。我们要关注的焦点是当 InnoDB有严重问题时如何实际执行恢复。

大部分情况下IrmoDB可以很好地解决问题。除非MySQL有Bug或硬件有问题，否则 不需要做任何非常规的事情，哪怕是服务器意外断电。hmoDB会在启动时执行正常的 恢复，然后就一切正常了。在日志文件中，可以看到如下信息。

InnoDB: Doing recovery: scanned up to log sequence number 0 40817239

InnoDB: Starting an apply batch of log records to the database...

InnoDB会在日志文件中输出恢复进度的百分比信息。有些人说直到整个过程完成才能 看到这些信息。耐心点，这个恢复过程是急不来的。如果心急而杀掉进程并重启，只会

导致需要更长的恢复时间。

F656> 如果服务器硬件有严重问题，例如内存或磁盘损坏，或遇到了 MySQL或IrinoDB的 Bug,可能就不得不介入，这时要么进行强制恢复，要么阻止正常恢复发生。

InnoDB损坏的原因

hmoDB非常健壮且可靠,并且有许多的内建安全检测来防止、检测和修复损坏的数据一一 比其他MySQL存储引擎要强很多。然而，InnoDB并不能保护自己避免一切错误。

最起码，InnoDB依赖于无缓存的I/O调用和fsync()调用，直到数据完全地写入到物理 介质上才会返回。如果硬件不能保证写入的持久化，InnoDB也就不能保证数据的持久， 崩溃就有可能导致数据损坏。

很多InnoDB损坏问题都是与硬件有关的(例如，因电力问题或内存损坏而导致损坏页 的写入)。然而，在我们的经验中，错误配置的硬件是更多的问题之源。常见的错误配 置包括打开了不包含电池备份单元的RAID卡的回写缓存，或打开了硬盘驱动器本身的 回写缓存。这些错误将会导致控制器或驱动器“撒谎”，在数据实际上只写入到回写缓 存上而不是磁盘上时，却说fsync()已经完成。换句话说，硬件没有提供保持InnoDB 数据安全的保证。

有时候机器默认就会这样配置，因为这样做可以得到更好的性能一一对于某些场景确实 很好，但是对事务数据服务来说却是个大问题。

如果在网络附加存储(NAS)上运行InnoDB,也可能会遇到损坏，因为对NAS设备来 说完成fsync()只是意味着设备接收到了数据。如果InnoDB崩溃，数据是安全的，但 如果是NAS设备崩溃就不一定了。

严重的损坏会使InnoDB或MySQL崩溃，而不那么严重的损坏则可能只是由于日志文 件未真正同步到磁盘而丢掉了某些事务。

如何恢复损坏的InnoDB数据

InnoDB损坏有三种主要类型，它们对数据恢复有着不同程度的要求。

■

二级索引损坏

一般可以用0PTIMIZE TABLE来修复损坏的二级索引：此外，也可以用SELECT IMTO OUTFILE,删除和重建表，然后LOAD DATA INFILE的方法。(也可以将表改为使用 MylSAM再改回来。)这些过程都是通过构建一个新表重建受影响的索引，来修复 损坏的索引数据。

聚簇索引损坏

如果是聚簇索引损坏，也许只能使用innodb\_force\_recovery选项来导出表(关于 这点后续会讲更多)。有时导出过程会让InnoDB崩溃；如果出现这样的情况，或许 需要跳过导致崩溃的损坏页以导出其他的记录。聚簇索引的损坏比二级索引要更难 修复，因为它会影响数据行本身，但在多数场合下仍然只需要修复受影响的表。

损坏系统结构

系统结构包括InnoDB事务日志、表空间的撤销日志(undo log)区域和数据字典。 这种损坏可能需要做整个数据库的导出和还原，因为InnoDB内部绝大部分的工作 都可能受到影响。

一般可以修复损坏的二级索引而不丢失数据。然而，另外两种情形经常会引起数据的丢 失。如果已经有备份,那最好还是从备份中还原，而不是试着从损坏的文件里去提取数据。

如果必须从损坏的文件里提取数据，那一般过程是先尝试让InnoDB运行起来，然后使

SELECT INTO OUTFILE导出数据。如果服务器已经崩溃，并且每次启动InnoDB都会 崩溃,那么可以配置InnoDB停止常规恢复和后台进程的运行。这样也许可以启动服务器, 然后在缺少或不做完整性检査的情况下做逻辑备份。

innodb\_force\_recovery参数控制着InnoDB在启动和常规操作时要做哪一种类型的操 作。通常情况下这个值是0,可以增大到6。MySQL使用手册里记录了每个数值究竟会 产生什么行为；在此我们不会重复这段信息，但是要告诉你：在有点危险的前提下，可 以把这个数值调高到4。使用这个设置时，若有数据页损坏，将会丢失一些数据；如果 将数值设得更高，可能会从损坏的页里提取到坏掉的数据，或者增加执行SELECT INTO OUTFILES时崩溃的风险。换句话说，这个值直到4都对数据没有损害，但可能丧失修复 问题的机会；而到5和6会更主动地修复问题，但损害数据的风险也会很大。

当把innodb\_force\_recovery设为大于0的某个值时，InnoDB基本上是只读的，但是 仍然可以创建和删除表。这可以阻止进一步的损坏，InnoDB会放松一些常规检査，以 便在发现坏数据时不会特意崩溃。在常规操作中，这样做是有安全保障的，但是在恢复时, 最好还是避免这样做。如果需要执行InnoDB强制恢复，有个好主意是配置MySQL,使 它在操作完成之前不接受常规的连接请求。

如果InnoDB的数据损坏到了根本不能启动MySQL的程度，还可以使用Percona出品的 InnoDB Recovery Toolkit从表空间的数据文件里直接抽取数据。这个工具由本书的几个 作者开发，可以从 *<http://www.percona.com/software>* 免费获取。Percona Server 还有允许 服务器在某些表损坏时仍能运行的选项，而不是像MySQL那样在单个表损坏页被检测 出时就默认强制崩溃。

15.7备份和恢复工具

有各种各样的好的和不是那么好的备份工具。我们喜欢对LVM使用*mylvmbackup*做 快照备份，使用 Percona Xtrabackup （开源）或 MySQL Enterprise Backup （收费）做 IimoDB热备份。不建议对大数据量使用％川〃如冲，因为它对服务器有影响，并且漫长 的还原时间不可预知。

有一些备份工具已经出现多年了，不幸的是有些已经过时。最明显的例子是Maatkit的 *mk-parallel-dump.*它从没有正确运行，甚至被重新设计过好几次还是不行。另外一个 工具是*mysqlhotcopy,*它适合于古老的MylSAM表。大部分场景下这两个工具都无法 让人相信数据是安全的，它们会使人误以为备份了数据实际上却非如此。例如，当使用 InnoDB的innodb file per table时，*mysqlhotcopy*会复制.姑d文件，这会使一些人误 以为InnoDB的数据已经备份完成。在某些场景下，这两个工具都对服务器有一些负面 影响。

如果你在2008或2009年时在看MySQL的路线图，可能听说过MySQL在线备份。这 是一个可以用SQL命令来开始备份和还原的特性。它原本是规划在MySQL 5.2版本中， 后来重新安排在了 MySQL 6.0中，再后来，据我们所知被永久取消了。

1. MySQL Enterprise Backup

这个工具之前叫做InnoDB Hot Backup或*ibbackup,*是从Oracle购买的MySQL Enterprise中的一部分。使用此工具备份不需要停止MySQL,也不需要设置锁或中断正 常的数据库活动（但是会对服务器造成一些额外的负载）。它支持类似压缩备份、增量 备份和到其他服务器的流备份的特性。这是MySQL "官方”的备份工具。

1. Percona XtraBackup

Percona XtraBackup与MySQL Enterprise Backup在很多方面都非常类似，但它是开源并 且免费的。除了核心备份工具外，还有一个用Perl写的封装脚本，可以提供更多高级功能。 它支持类似流、增量、压缩和多线程（并行）备份操作。也有许多特别的功能，用以降 .低在高负载的系统上备份的影响。

□59> Percona XtraBackup的工作方式是在后台线程不断追踪InnoDB 0志文件尾部，然后复 制InnoDB数据文件。这是个轻量级侵入过程，依靠特别的检测机制确保复制的数据是 一致的。当所有的数据文件被复制完，日志复制线程就结束了。结果是在不同的时间点 的所有数据的副本。然后可以使用InnoDB崩溃恢复代码应用事务日志，以达到所有数 据文件一致的状态。这一步叫作准备过程。一旦准备好，备份就会完全一致，并且包含

文件复制过程最后时间点已经提交的事务。一切都在MySQL外部完成，因此不需要以 任何方式连接或访问MySQLe

包装脚本包含通过复制备份到原位置的方式进行恢复的能力。还有Lachlan Mulcahy 的 XtraBack Manager 项目，功能更多，详情参见 *[http://code.google.com/p/xtrabackup- manager/^](http://code.google.com/p/xtrabackup-manager/%5e)*

1. mylvmbackup

Lenz Grimmer 的 *mylvmbackup (<http://lenz>. homelinux. org/mylvmbackup/)*是一个 Perl 脚本， 它通过LVM快照帮助MySQL自动备份。此工具首先获取全局读锁，创建快照，释放锁。

然后通过8尸压缩数据并移除快照。它通过备份时的时间戳命名压缩包。它还有几个高 级选项，但总的来说，这是一个执行LVM备份的非常简单明了的工具。

1. Zmianda Recovery Manager

适用于 MySQL 的 Zmanda Recovery Manager,或 ZRM *(http://yvww.zmanda.com)*,有免 费(GPL)和商业两种版本。企业版提供基于网页图形接口的控制台，用来配置、备份、 验证、恢复、报告和调度。开源的版本包含了所有核心功能，但缺少一些额外的特性， 例如基于网页的控制台。

正如其名，ZRM实际上是一个备份和恢复管理器，而并非单一工具。它封装了自有的基 于标准工具和技术，例如*mysqldump^* LVM快照和Percona XtraBackup等之上的功能。 它将许多冗长的备份和恢复工作进行了自动化。

1. mydumper

几名MySQL现在和之前的工程师利用他们多年的经验创建了 *mydumper,*用来替代 *mysqldumpo*这是一个多线程(并发)的备份和还原MySQL和Drizzle的工具集，有许 多很好的特性。大概有许多人会发现多线程备份和还原的速度是这个工具最吸引人的特 色。尽管我们知道有些人在生产环境中使用，但我们还没有在任何产品中使用的经验。＜® 可以在*http://yvww.mydumper.org*找到更多信息。

1. mysqldump

大部分人在使用这个与MySQL 一起发行的程序，因此，尽管它有缺点，但创建数据和 Schema的逻辑备份最常见的选择还是*mysqldumpo*这是一个通用工具，可以用于许多的 任务，例如在服务器间复制表。

**$ mysqldump --host=serverl test tl | mysql --host=server2 test**

我们在本章中展示了几个用*mysqldump*创建逻辑备份的例子。该工具默认会输出包含创 建表和填充数据的所有需要的命令；也有选项可以控制输出视图、存储代码和触发器。 下面有一些典型的例子。

* 对服务器上所有的内容创建逻辑备份到单个文件中，每个库中所有的表在相同逻辑 时间点备份：

**$ mysqldump --all-databases > dump.sql**

* 创建只包含Sakila示例数据库的逻辑备份：

**$ mysqldump --databases sakila > dump.sql**

* 创建只包含sakila.actor表的逻辑备份：

**$ mysqldump sakila actor > dump.sql**

可以使用*-result-file*选项来指定输出文件，这可以帮助防止在Windows上发生换行符 转换：

**$ mysqldump sakila actor --result-file=dump.sql**

*mysqldump*的默认选项对于大多数备份目的来说并不够好。多半要显式地指定某些选项 以改变输出。下面是一些我们经常使用的选项，可以让*mysqldump*更加高效，输出更容 易使用。

*—opt*

启用一组优化选项，包括关闭缓冲区（它会使服务器耗尽内存），导出数据时把更多 的数据写在更少的SQL语句里，以便在加载的时候更有效率，以及做其他一些有用 的事情。更多细节可以阅读帮助文件。如果关闭了这组选项，*mysqldump*会在把表 写到磁盘之前，把它们都导出到内存里，这对于大型的表而言是不切实际的。

*—allow-keywordsf -quote-names*

使用户在导出和恢复表时，可以使用保留字作为表的名字。

**| 661 >** *-complete-insert*

使用户能在不完全相同列的表之间移动数据。

*-tz-utc*

使用户能在具有不同时区的服务器之间移动数据。

*—lock-all-tables*

使用FLUSH TABLE WITH READ LOCK来获取全局一致的备份。

*—tab*

用 SELECT INTO OUTFILE 导出文件。

*—skip-extended-insert*

使每一行数据都有自己的INSERT语句。必要时这可以用于有选择地还原某些行。它 的代价是文件更大，导入到MySQL时开销会更大。因此，要确保只有在需要时才 启用它。

如果在*mysqldump*上使用*—databases*或*-all-databases*选项，那么最终导出的数据在每 个数据库中都一致，因为*mysqldump*会在同一时间锁定并导出一个数据库里的所有表。 然而，来自不同数据库的各个表就未必是相互一致的。使用*-lock^all-tables*选项可以解 决这个问题。

对于InnoDB备份，应该增加*-single-transaction*选项，这会使用InnoDB的MVCC特 性在单个时间点创建一个一致的备份，而不需要使用LOCK TABLES锁定所有表。如果增 加*-master-data*选项，备份还会包括在备份时服务器的二进制日志文件位置，这对基于 时间点的恢复和设置复制非常有帮助。然而也要知道，获得日志位置时需要使用FLUSH TABLES WITH READ LOCK 冻结服务器。

15.8备份脚本化

为备份写一些脚本是标准做法。展示一个示例程序，其中必定有很多辅助内容，这只会 增加篇幅，在这里我们更愿意列举一些典型的备份脚本功能，展示一些Perl脚本的代码 片断。你可以把这些当作可重用的代码块，在创建自己的脚本时可以直接组合起来使用。 下面将大致按照使用顺序来展示。

安全检测

安全检测可以让自己和同事的生活更简单点一一打开严格的错误检测，并且使用英 文变量名。

use strict;

use warnings FATAL => 'all';

use English qw(-no\_match\_vars);

如果是在Bash下使用脚本，还可以做更严格的变量检测。下面的设置会让替换中有 未定义的变量或程序出错退出时产生一个错误。

set -u;

set -e;

E662>命令行参数

增加命令行选项处理最好的方法是用标准库，它已包含在Perl标准安装中。

use Getopt::Long;

Getopt::Long::Configure('no\_ignore\_case', 'bundling'); GetOptions( ...・)；

连接AfySQZ

标准的Perl DBI库几乎无所不在，提供了许多强大和灵活的功能。使用详情请参阅 Perldoc (可从*http://search.cpna.org*在线获取)。可以像下面这样使用DBI来连接 MySQLo

use DBI;

$dbh = DBI->connect(

'DBI:mysql:;host=localhost', 'user', 'p4ssword', (RaiseError => 1 });

对于编写命令行脚本，请阅读标准*mysql*程序的*—help*参数的输出文本。它有许多 选项可更友好地支持脚本。例如，在Bash中遍历数据库列表如下。

mysql -ss -e 'SHOW DATABASES' | while read DB; do echo “${DB}" done

停止和启动*MySQL*

停止和启动MySQL最好的方法是使用操作系统推荐的方法，例如运行*/etc/init.d/ mysql init*脚本或通过服务控制(在Windows下)。然而这并不是唯一的方法。可以 从Perl中用一个已存在的数据库连接来关闭数据库。

$dbh->func(',shutdownH, 'admin');

当这个命令完成时不要太指望MySQL已经被关闭——它可能正在关闭的过程中。 也可以通过命令行来停掉MySQLo

**$ mysqladmin shutdown**

获取数据库和表的列表

每个备份脚本都会査询MySQL以获取数据库和表的列表。要注意那些实际上并 不是数据库的条目，例如一些日志系统中的*lost+found*文件夹和INFORMATION, SCHEMAo也要确保脚本已经准备好应付视图，同时也要知道SHOW TABLE STATUS在 InnoDB中有大量数据时可能耗时很长。

mysql> **SHOW DATABASES;**

mysql> **SHOW /\*I5OOO2 FULL\*/ TABLES FROM** *〈database〉;*

mysql> **SHOW TABLE STATUS FROM** *<database>;*

对表加锁、刷新并解锁 <663~|

如果需要对一个或多个表加锁并且/或刷新，要么按名字锁住所需的表，要么使用 全局锁锁住所有的表。

**mysql> LOCK TABLES** *<database.table>* **READ [, …];**

**mysql> FLUSH TABLES;**

**mysql> FLUSH TABLES** *<database,table> [,*

**mysql> FLUSH TABLES WITH READ LOCK;**

**mysql> UNLOCK TABLES;**

在获取所有的表并锁住它们时要格外注意竞争条件。期间可能会有新表创建，或有 表被删除或重命名。如果一个表一个表地锁住然后备份，将无法得到一致性的备份。

刷新二进制日志

让服务器开始一个新的二进制日志非常简单（一般在锁住表后但在备份前做这个操 作）：

**mysql> FLUSH LOGS;**

这样做使得恢复和增量备份更简单，因为不需要考虑从一个日志文件中间开始操作。 此操作会有一些副作用，比如刷新和重新打开错误日志，也可能销毁老的日志条目， 因此，注意不要扔掉需要用到的数据。

获取二进制日志位置

脚本应该获取并记录主库和备库的状态一一即使服务器仅是个主库或备库。

**mysql> SHOW MASTER STATUS\G**

**mysql> SHOW SLAVE STATUS\G**

执行这两条语句并忽略错误，以使脚本可以获取到所有可能的信息。

导出数据

最好的选择是使用 *mysqldumpmydumper* 或 SELECT INTO 0UTFILEo

复制数据

可以使用本章中演示的任何一个方法。

这些都是构造备份脚本的基础。比较困难的部分是将管理和恢复任务脚本化。如果想获 得实现的灵感，可以看看ZRM的源码。

15.9总结 ®

每个人都知道需要备份，但并不是每个人都意识到需要的是可恢复的备份。有许多方法 可以规划能满足恢复需求的备份。为了避免这个问题，我们建议明确并记录恢复点目标 和恢复时间目标，并且在选择备份系统时将其作为参考。

在日常基础上做恢复测试以确保备份可以正常工作也很重要。设置*mysqldump*并让它在 每天晚上运行是很简单的，但很多时候不会意识到数据随着时间已经增长到可能需要几 天或几周才能再次导入的地步。最糟糕的是当你真正需要恢复的时候，才发现原来需要 这么长时间。毫不夸张地说，一个在几个小时内完成的备份可能需要几周时间来恢复, 具体取决于硬件、Schema.索引和数据。

不要掉进备库就是备份的陷阱。备库对生成备份是一个干涉较少的源，但它不是备份本 身。对于RAID卷、SAN和文件系统快照，也同样如此。确保备份可以通过DROP TABLE 测试（或“遭受黑客攻击”的测试），也要能通过数据中心失败的测试。如果是基于备 库生成备份，确保使用*pt-table-checksum*验证复制的完整性。

我们最喜欢的两种备份方式，一种是从文件系统或者SAN快照中直接复制数据文件，一 种是使用Percona XtraBackup做热备份。这两种方法都可以无侵入地实现二进制的原始 数据备份，这样的备份可以通过启动*mysqld*实例检査所有的表进行验证。有时候甚至可 以一石二鸟：可以在开发或者预发环境每天将备份进行还原来执行恢复测试，然后再将 数据导出为逻辑备份。我们也建议备份二进制日志，并且尽可能久地保留多份备份的数 据和二进制文件。这样即使最近的备份无法使用了，还可以使用较老的备份来执行恢复 或者创建新的备库。

除了提到的许多开源工具，也有很多很好的商业备份工具，其中最重要的是MySQL Enterprise Backupo对包括在GUI SQL编辑器、服务器管理工具和类似工具中的“备 份”工具要特别小心。同样地，有一些出品“一招吃遍天下”的备份工具的公司，对于 它们宣称的支持MySQL的“MySQL备份插件”也要特别小心。我们需要的是主要为 MySQL设计的优秀备份工具，而不是一个支持上百个其他数据库并恰巧支持MySQL的 工具。有许多备份工具的供应者并不知道或明白诸如FLUSH TABLES WITH READ LOCK操 作对数据库的影响。在我们看来，使用这种SQL命令的方案应该自动退出“热”备份的 行列。如果只使用InnoDB表，就更加不需要这类工具。

第16章®

MySQL用户工具

MySQL服务器发行包中并没有包含针对许多常用任务的工具，例如监控服务器或比 较不同服务器间数据的工具。幸运的是，Oracle的商业版提供了一些扩展工具，并且 MySQL活跃的开源社区和第三方公司也提供了一系列的工具，降低了自己“重复发明 轮子”的需要。

16.1接口工具

接口工具可以帮助运行查询，创建表和用户，以及执行其他日常任务等。本节将简单介 绍一些用于此用途的最流行的工具。一般可以用SQL查询或命令做所有这些或其中大部 分的工作——我们这里讨论的工具只是更为方便，可帮助避免错误和加快工作。

*MySQL Workbench*

MySQL Workbench是一个一站式的工具，可以完成例如管理服务器、写査询、开 发存储过程，以及Schema设计图相关的工作。可以通过一个插件接口来编写自 己的工具并集成到这个工作平台上，有一些Python脚本和库就使用了这个插件接 口。MySQL Workbench有社区版和商业版两个版本，商业版只是增加了其他的一些 高级特性。免费版对于大部分需要早已足够了。在*<http://www.mysql.com/products/> workbench/*可以学到更多相关的内容。

*SQLyog*

SQLyog是MySQL最流行的可视化工具之一，有许多很好的特性。它与MySQL Workbench是同级别的工具，但两个工具都有一些对方没有的特性。SQLyog只能在 微软的Windows下使用，拥有全部特性的版本需要付费，但有限制功能的免费版本。 关于SQLyog的更多信息可以参考*[http://www.webyog.com](http://www.webyog.como)[o](http://www.webyog.como)*

I 666 > *phpMyAdmin*

phpMyAdmin是一个流行的管理工具，运行在Web服务器上，并且提供基于浏览器 的MySQL服务器访问接口。尽管基于浏览器的访问有时很好，但phpMyAdmin是 个大而复杂的工具，曾被指责有许多安全问题。对此要格外小心。我们建议不要安 装在任何可以从互联网访问的地方。更多信息请参考*<http://sourceforge.net/projects/> phpmyadmin/0*

*Adminer*

Adminer是个基于浏览器的安全的轻量级管理工具，它与phpMyAdmin同类。其开 发者将其定位为phpMyAdmin的更好的替代品。尽管它看起来更安全，但我们仍建 议安装在任何可公开访问的地方时要谨慎。更多详情可参考*[http://wwyv.adminer.org](http://wwyv.adminer.orgo)[o](http://wwyv.adminer.orgo)*

16.2命令行工具集

MySQL包含了一些命令行工具集，例如*mysqladmin和mysqlcheck。*这些在MySQL手 册上都有提及和记录。MySQL社区同样创建了大量高质量的工具包，并有很好的文档 支撑这些实用工具集。

*Percona Toolkit*

Percona Toolkit是MySQL管理员必备的工具包。它源自Baron早期的工具包 Maatkit和Aspersa,很多人认为这两个工具应该是正式的MySQL部署必须强制要 求使用的。Percona Toolkit包括许多针对类似日志分析、复制完整性检测、数据同步、 模式和索引分析、査询建议和数据归档目的的工具。如果刚开始接触MySQL,我 们建议首先学习这些关键的工具:*pt-mysql-summary^ pt-table-checksumpt-table- sync* 和 *pt-query-digesto* 更多信息可参考 *[http://www.percona.com/software/](http://www.percona.com/software/o)[o](http://www.percona.com/software/o)*

*Maatkit and Aspersa*

这两个工具约从2006年以某种形式出现，两者都被认为是MySQL用户的基本工具。 它们现在已经并入Percona Toolkito

*The openark kit*

Shlomi Noach 的 openark kit (*[http://code.openark.org/forge/openark-kit](http://code.openark.org/forge/openark-kit)%e5%8c%85%e5%90%ab%e4%ba%86%e5%8f%af%e4%bb%a5)*[)包含了可以](http://code.openark.org/forge/openark-kit)%e5%8c%85%e5%90%ab%e4%ba%86%e5%8f%af%e4%bb%a5) 用来做一系列管理任务的Python脚本。

MySQL Workbench 工具集

MySQL Workbench工具集中的某些工具可以作为单独的Python脚本使用。可参考 *<https://launchpad>. net/mysql-utilities o*

[» 除了这些工具外，还有其他一系列没有太正式包装和维护的工具。许多杰出的MySQL 社区成员时不时地贡献工具，其中大多数托管在他们自己的网站或MySQL Forge *(http:// forge.mysql.com)*上。可以通过不时地査看Planet MySQL博客聚合器获取大量的信息 *(http://planet.mysql.com)*,但不幸的是这些工具没有一个集中的目录。

16.3 SQL实用集

服务器本身也内置有一系列免费的附加组件和实用集可以使用,其中一些确实相当强大。

*common\_schema*

Shlomi Noach 的 common schema 项目*(<http://code.openark.org/forge/common_> schema)*是一套针对服务器脚本化和管理的强大的代码和视图。common schema对 于 MySQL 好比 jQuery 对于 JavaScripto

*mysql-sr-lib*

Giuseppe Maxia为MySQL创建了一个存储过程的代码库，可以在*<http://wyvw>. nongnu. org/mysql-sr-lib/* ttSlj 0

*MySQL UDF 仓库*

Roland Bouman建立了一个MySQL自定义函数的收藏馆，可以在*<http://yvww>. mysqludf.org* 获取。

*MySQL Forge*

在MySQL Forge上(*http://forge.mysql.com*),可以找到上百个社区贡献的程序、脚本、 代码片曲、实用集和技巧及陷阱。

16.4监测工具

以我们的经验来看，大多数MySQL商店需要提供两种类型的监测工具：健康监测工 具——检测到异常时告警——和为趋势、诊断、问题排査、容量规划等记录指标的工具。 大多数系统仅在这些任务中的一个方面做得很好，而不能两者兼顾。更不幸的是，有十 几种工具可选，使得评估和选择一款适合的工具非常耗时。

许多监控系统不是专门为MySQL服务器设计。它们是通用系统，用于周期性地检测许 多种类型的资源，从机器到路由再到软件(例如MySQL)。它们一般有某些类型的插件 架构，经常会伴随有一些MySQL插件。

一般会在专用服务器上安装监控系统来监测其他服务器。如果是监控重要的系统，它很 快会变成架构中至关重要的一部分，因此可能需要釆取额外的步骤，例如做监控系统本 身的灾备。

16.4.1开源的监控工具

[668>

[669>

下面是一些最受欢迎的开源集成监控系统。

*Nagios*

Nagios (*http:*//www.*nagios.org)*也许是开源世界中最流行的问题检测和告警系统。 它周期性检测监控的服务器并将结果与默认或自定义的阙值相比较。如果结果超出 了限制，Nagios会执行某个程序并且(或)把问题的告警发给某些人。Nagios的 通信和告警系统可以将告警发给不同的联系人，改变告警，或根据一天中的时间和 其他条件将其发送到不同的位置，并且对计划内的宕机可以特殊处理。Nagios同样 理解服务之间的依赖，因此，如果是因为中间的路由层宕机或者主机本身宕机导致 MySQL实例不可用，Nagios不会发送告警来烦你。

Nagios能将任何一个可执行文件以插件形式运行，只要给予其正确参数就可得到正 确输出。因此，Nagios插件在多种语言中都存在，例如shell、Perk Python、Ruby 和其他脚本语言。就算找不到一个能真正满足你需求的插件，自己创建一个也很简 单。一个插件只需要接收标准的参数，以一个合适的状态退出，然后选择性地打印 Nagios捕获的输出。

然而，Nagios也有一些严重的缺点。即使你很了解它，也仍然难以维护。它将所有 配置保存在文件而不是数据库中。文件有一个特别容易出错的语法，当系统增长和 发展时，修改'配置文件就很费事。Nagios可扩展性并不好；你可以很容易地写出 监控插件，但这也就是你能够做的一切。最后，它的图形化、趋势化和可视化能力 都有限。Nagios将一些性能和其他数据存储到MySQL服务器中，一般从中生成图 形，但并不像其他一些系统那么灵活。因为不同“政见”的原因，使得上面所有的 问题继续变得更糟。因为或真实、或臆测的涉及代码、参与者的问题，Nagios至少 分化出了两个分支。两个分支的名字分别是0psview *(http://www.opsview.com*)和 Icinga *(http://www.icingd.org)。*它们比 Nagios 更受到人们的亲睐。

有一•些专门介绍Nagios的书籍$我们倾向于Wolfgang Barth的*Nagios System and Network Monitoring* (No Starch 出版公司)。

*Zabbix*

Zabbix是一个同时支持监控和指标收集的完整系统。例如，它将所有配置和其他数 据存储到数据库而不是配置文件中。它存储了比Nagios更多的数据类型，因而可以 得到更好的趋势和历史报表。其网络画图和可视能力也比Nagios更强，配置更简单, 更灵活，且更具可扩展性。可参考*http://yvww.zabbix.com*获取更多信息。

*Zenoss*

Zenoss是用Python写的，拥有一个基于浏览器的用户界面，使用了 Ajax,这使它 更快和更高效。它可以自动发现网络上的资源，并将监控、告警、趋势、绘图和记 录历史数据整合到了一个统一的工具中。Zenoss默认使用SNMP来从远程服务器上 收集数据，但也可以使用SSH,并且支持Nagios插件。更多信息请参考如罗 *zenoss.com o*

*Hyperic HQ*

Hyperic HQ是一个基于Java的监控系统，比起同级别的其他大部分系统，它更称得 上是企业级监控。像Zenoss 一样，它可以自动发现网络上的资源和支持Nagios插件， 但它的逻辑组织和架构不同，有点"笨重”。更多信息可参考*<http://www.hyperic>. comQ*

*OpenNMS*

OpenNMS也是用Java开发，有一个活跃的开发社区。它拥有常规的特性，例如监 控和告警，但同样也增加了绘图和趋势功能。它的目标是高性能、可扩展、自动化 和灵活。像Hyperic 一样，它也致力于为大型和关键系统做企业级监控。更多信息 请参考 *<http://yvww>. opennms. orgo*

*Groundwork Open Source*

Groundwork Open Source用一个可移植的接口把Nagios和其他几个工具整合到了一 个系统中。对于这个工具最好的描述是：如果你是Nagios. Cacti和其他几个工具方 面的专家，并且花了许多时间将它们整合一起，那很可能你是在闭门造车。更多信 息可参考 *<http://www.gwos.com> o*

相比于集所有功能于一身的系统，还有一系列软件专注于收集指标和画图以及可视化， 而不是进行性能监控检査o他们中有很多是建立在RRDTool (*http://www. rrdtool. org)*之上， 存储时序数据到轮询数据库(RRD)文件中。RRD文件自动聚集输入数据，对没有预 期传送的输入值进行插值，并有强大的绘图工具可以生成漂亮有特色的图。有很多基于 RRDTool的系统，下面是其中最受欢迎的几个。

*MRTG*

Multi Router Traffic Graphei■或称 MRTG *([http://oss.oetiker.ch/mrtg/)](http://oss.oetiker.ch/mrtg/),%e6%98%af%e5%85%b8%e5%9e%8b%e7%9a%84%e5%9f%ba)*[,是典型的基](http://oss.oetiker.ch/mrtg/),%e6%98%af%e5%85%b8%e5%9e%8b%e7%9a%84%e5%9f%ba) 于RRDTool的系统。最初是为记录网络流量而设计的，但同样可以扩展到用于对其 他指标进行记录和绘图。

*Cacti*

Cacti *(http://www.cacti.net)*可能是最流行的基于RRDTool的系统。它采用PHP网 页来与RRDTool进行交互，并使用MySQL数据库来定义服务器、插件、图像等。

因为是模板驱动，故而可以定义模板然后应用到系统上。Baron为MySQL和其他系 〈远 统写了一组非常流行的模板；更多信息请参考*[http://code.google.com/p/mysql-cacti- templates/.](http://code.google.com/p/mysql-cacti-templates/.%e8%bf%99%e4%ba%9b%e4%b9%9f%e5%b7%b2%e7%bb%8f%e8%a2%ab%e7%a7%bb%e6%a4%8d%e5%88%b0)*[这些也已经被移植到](http://code.google.com/p/mysql-cacti-templates/.%e8%bf%99%e4%ba%9b%e4%b9%9f%e5%b7%b2%e7%bb%8f%e8%a2%ab%e7%a7%bb%e6%a4%8d%e5%88%b0) Munin、OpenNMS 和 Zabbixo

*Ganglia*

Ganglia *(http://ganglia.sourceforge.net)*与Cacti类似，但是为监控集群和网格系统 而设计，所以可以汇总査看许多服务器的数据，如果需要也可以细分査看单台服务 器的详细数据。

*Munin*

Munin *(http://munin.projects.linpro.no*)收集数据并存入 RRDTool 中，然后以几个 不同级别的粒度生成数据图。它从配置中生成静态HTML文件，因此可以很容易地 浏览和查看趋势。定义一个图形较容易;只需要创建一个插件脚本，其命令行帮助 输出有一些Munin可以识别的特别语法的画图指令。

基于RRDTool的系统有些限制，例如不能用标准査询语言来査询存储的数据，不能永久 保留数据，存在某些数据不能轻松地使用简单计数器和标准数值表示的问题，需要预先 定义指标和图形等。理想情况下，我们需要的监控系统可以接受任何发送给它的指标， 而不需要预先进行定义，并且后续可以绘制任意需要的图形，也不需要预先进行定义。 可能我们所看到的最接近的系统是Graphite *(<http://graphite.yvikidot.com>) o*

这些系统都可以用来对MySQL收集、记录和绘制数据图表并且生成报表，有着不同程 度的灵活性，目标也稍微有些不同。但它们都缺乏真正可以在问题出现时及时告警的灵 活性。

我们提到的大多数系统的主要问题是，它们明显是由那些因为现有系统不能满足他们所 有需求的人设计的，因此他们又重复设计了另一个无法完全满足其他人的所有需求的系 统。大部分这样的系统都有一些基础的限制，例如使用一个奇怪的数据模型存储内部数 据，而导致在很多场合都无法很好地工作。在很多时候，这都令人沮丧，使用这些系统 都像是把一个圆形的钉子钉到了一个方形的洞里面。

16.4.2商业监控系统

尽管我们知道许多MySQL用户热衷使用开源工具，但也有许多人愿意为合适的软件买 单，只要这些软件可以让工作更好地完成，为他们节省时间，减少烦恼。下面是一些可 以利用的商业选件。

*MySQL Enterprise Monitor*

MySQL Enterprise Monitor包含在Oracle的MySQL支持服务中。它将监控、指标 国I〉 和画图、咨询服务和査询分析等特性整合到了一个工具中。通过在服务器上使用

agent来监测状态计数器(也包含操作系统的关键指标)。它能以两种方式抓取查询： 通过MySQL代理(MySQL Proxy),或使用合适的MySQ L连接器，例如Java的 Connector/J或PHP的MySQLio尽管是为监控MySQL而设计的，但某种程度上也 可以进行扩展。同样，这个工具也无法监控基础架构中所有的服务器和所有的服务。 更多信息请参考 *[http://www.mysql.com/products/enterprise/monitor.html](http://www.mysql.com/products/enterprise/monitor.htmlo)[o](http://www.mysql.com/products/enterprise/monitor.htmlo)*

*MONyog*

MONyog (*http://www.webyog.com*)是一个运行在桌面上的基于浏览器且无agent的 监控系统。它会启动一个HTTP服务器，然后就可以通过浏览器来使用此工具。

*New Relic*

New Relic *(http://newrelic.com*)是一个托管式的软件即服务(Saas)的应用性能管 理系统，它可以分析整个应用的性能，从应用代码(采用Ruby, PHP, Java和其他 语言)到运行在浏览器上的JavaScript,到数据库的SQL调用，甚至是服务器的磁 盘空间，CPU利用率和其它指标。

*Circonus*

Circonus (*https://circonus.com*)是一个源于 OmniTI 的托管式的软件即服务(SaaS) 的指标和告警系统。通过agent从一个或多个服务器上收集指标并转发到Circonus, 然后就可以通过一个基于浏览器的仪表盘来査看。

*Monitis*

Monitis *(http://monitis.com)*是另外一个云托管式的软件即服务(SaaS)的监控系 统。它被设计成监控“一切”，这意味着它有点普遍性。它有一个入门级的免费版 Monitor.us (*http://mon.itor.us*),也有支持 MySQL 的插件。

*Splunk*

Splunk *(http://www.splunk.com)*是一个日志聚集器和搜索引擎，可以帮助获得环境 中所有机器生成的数据并进行运营分析。

*Pingdom*

Pingdom *(http://www.pingdom.com*)从世界的多个位置来监控网站的可用性和性能。 实际上有许多像Pingdom 一样的服务，我们并不需要特别推荐某一个这样的服务， 但是我们确实建议使用一些外部的监控服务，以便让你在网站不可用时能够及时得 到通知。很多类似的服务远不止Ping或获取网页。

还有许多其他的商业监控工具——我们可以凭印象列举出十几个或更多。对所有监控系 统而言，要注意的一点是它们对服务器的影响。有些工具相当直白，因为它们由一些没 有实际的大型高负载MySQL系统经验的公司设计。例如，我们不止一次通过禁止每分＜6?^ 钟对所有的数据库执行一次SHOW TABLE STATUS的监控功能来解决突发事件。(这个命 令在高I/O限制的系统上特别有破坏性。)频繁査询INFORMATION\_SCHEMA表的工具也会 导致负面影响。

16.4.3 Innotop的命令行监控

有一些基于命令行的监测工具，它们大部分在某种方面模拟了 UNIX中的mp工具。其 中最精致和最胜任的是*innotop ([http://code.google.eom/p/innotop/)](http://code.google.eom/p/innotop/),%e6%88%91%e4%bb%ac%e5%b0%86%e8%af%a6%e7%bb%86%e6%8e%a2%e8%ae%a8%e3%80%82)*[,我们将详细探讨。](http://code.google.eom/p/innotop/),%e6%88%91%e4%bb%ac%e5%b0%86%e8%af%a6%e7%bb%86%e6%8e%a2%e8%ae%a8%e3%80%82) 此外，还有几个其他的工具，例如冲叩*(<http://mtop.sourceforge.net>). mytop (http:// jeremy.za^odny.com/mysql/mytop/)*和一些基于网页的 *mytop* 克隆版本。

尽管*mytop*是MySQL上最原始的*top*克隆，但*innotop*比*mytop*拥有更多功能，这也是 我们看重*innotop*的原因。

本书的作者之一 Bakm Schwartz编写了 *innotop0*它展示了服务器正在发生事情的实时更 新视图。别去理会它的名称，实际上它不仅仅用于监控InnoDB,还可以监控MySQL任 何其他的方面。它也能同时监控多个MySQL实例，极具可配置性和可扩展性。

它的功能特性包括以下这些：

* 事务列表可以显示InnoDB当前的全部事务。
* 査询列表可以显示当前正在运行的査询。
* 可以显示当前锁和锁等待的列表。
* 以相对值显示服务器状态和变量的汇总信息。
* 有多种模式可用来显示InnoDB内部信息，例如缓冲区、死锁、外键错误、I/O活动 情况、行操作、信号量，以及其他更多的内容。
* 复制监控，将主服务器和从服务器的状态显示在一起。
* 显示任意服务器变量的模式。
* 服务器组可以更方便地组织多台服务器。
* 在命令行脚本下可以使用非交互式模式。

*innotop*的安装很容易，可以从操作系统的软件仓库安装，也可以从*<http://code.google>, com/p/innotop/*下载到本地，然后解压缩，运行标准的make install安装过程。

perl Makefile.PL

make install 、

一旦安装完成，就可以在命令行里执行*innotop,*然后它会引导你完成连接到MySQL实 例的过程。引导过程会读取〜/.时匕”选项文件，这样，除了输入服务器的主机名和按几 I 673＞次Enter键之外，什么都不用做。连接完成以后，就处在T (InnoDB Transaction)模式了， 这时，应该可看到InnoDB事务列表，如图16.1所示。
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图 16-1:处在T (InnoDB Transaction)模式的innotop

默认情况下，*innotop*采用过滤器来减少零乱的信息(对于显示的所有信息，都可以定义 自己的过滤、器或者定制内部的过滤器)。在图16.1里，大多数事务都己经被过滤掉了， 只显示出了当前活动的事务。可以按i键禁掉过滤，让数量众多的事务信息填满整个屏幕O

*innotop*在这个模式下会显示头部信息和主线程列表。头部信息里显示一些InnoDB的总 体信息，例如，历史清单的长度、还未清除的InnoDB事务数目、缓冲池中脏缓冲所占 的百分比等。

你要按的第一个键应该是问号(?),以査看帮助信息。虽然在屏幕上显示出的帮助内容 会根据当前模式的不同而不同，但是每一个活动的键都总是会显示出来，因此能看到所 有可执行的动作。图16.2显示的是T模式下的帮助信息。

**<603~1**

在这里不会详细讲解所有的模式，但还是可以从帮助信息里看出，*innotop*有许许多多的 功能特性。

这里唯一要提及的是一些基本的自定义功能，告诉你如何监控想要监控的信息。*innotop* 的强大功能之一就是能够解释用户定义的表达式，例如Uptime/Questions是生成每秒钟 的査询指标。它会显示自服务器启动以来和/或自上次采样之后递增累加的结果值。

这使得往显示表格里添加自己的列方便很多。例如，在Q (Query List)模式下，头部信 息能显示出A艮务器的一些总体信息。让我们看看怎么将它修改一下，使它能显示出索引 键缓存有多满。启动*innotop*，按下Q键进入Q模式。这时的操作结果看起来像图16-3 一样。

这个屏幕截图只截取了一部分，因为在这个练习里，我们对査询列表没有兴趣；我们只 关心头部信息。
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图16-2： innotop帮助信息

:"

**5nr**「\_**L 254-21:53:43, 40.47 QFS, 24 thd, 5.0,4**。-**1**四[**3**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| C.XM 冲i叩 | Lcacl | QPS | Si ow | QCacheHit KCeicheHit | Bp sin | BpsOut |
| ：? rv ■ Now | C<,ul | ,40.47 | 0 | 53.52% 1G0.GC/% | 135;48k | 319.85k |
| s rv i\l Total. | 0.00 | 140.26 | 11.91k | f 6.02^：. 96.33%. | 110.58k | 872.50k |
| CXN ID | User- | Hast |  | DB Time Query | 1 |  |

Query List (? for help)

图16-3： Q模式（查询列表）下的innotop

头部显示了 “当前”统计（统计自从上次*innotop*用服务器上的新数据刷新后的累计增 量）和“总计”统计（统计自MySQL服务器启动以来所有的活动，这个实例中是25天 前）。头部的每一列都是来自SHOW STATUS和SHOW VARIABLES相对应的变量值。图16-3 中显示的头部是内建的,但也很容易增加自定义的。需要做的只是增加一列到头部“表”。 按八键来打开表编辑器，然后在提示符后输入q\_header来编辑头部表（图16-4）o由于 内置有Tab键自动补齐功能，因此可以敲入q然后按Tab键来补充完成整个词。
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， Choose from

process!ist MySQL Process List ' q\_l'iea>:ler' ' Q-mocle Header

匚hOo踞 a 七牡，":i|\_|-ieacler |

图**164**增加一个头部（开始）

在此之后，你将会看到Q模式头部的表定义（图16.5）。该表定义显示了表的列。第 一列被选中。我们可以移动选项，重新排序和编辑列，还可做其他的很多事情（按？ 键可以看到一个完整的列表），但我们只打算创建一个新列。按n键然后输入列名（图 16-6） o

。口 x、

**srvjL 2**斗**21:53:53, 44.14 QPS 24 thd, 5£,40・hg[Z**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Editing-table definition tor | | Q-mocly Header. Press ? for | 'help. | q to quit. j |
| name | heir | label |  | sre ■ |
| **> cxn** | **CXN** | **Connection fmm which the** | **data** | **cxn 1** |
| when | When | Time scale |  | when |
| load - | Load | Se rve r load |  | $cur->(Threcids\_c：o |
| q诉 | QPS . | How in any queries/sec |  | Qu esti on s JU 卩 t ini e\_h |
| slow | Slow ' | How in any slow cpjeries |  | Slow\_cjueries |
| q\_c.：acrie\_hit | QCacheHit | Query each立’hit ratio |  | (Qcaclie\_hit$ 110) /' ( |
| key\_buffer\_hit | KCacl'ieHit | Key cache hit fatio |  | 1- (Key\_reacls/(Key\_ |
| bps\_in | Bp sin ：• | Bytfts per '-^coricl received | by t | By t\*9s\_,recei v e cl/Upt |
|  | BpsOut - | Bytes per second sent by 1 | :he s | By t e ent/Up t i m e\_ |

Query List (? for help)

图**16-5：**增加头部（选择）

Choose 曰 name for the coliidin. This name is not displayed, :?ind is only used for Q internal reference. It can only contain lowercase letters., number's., and *編* underscores, 貞籌

I Enter，slunm name: kc used

图**16-6：**增加头部（命名列）
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接着，输入列的头部，它将在列的顶部显示（图16-7）o最后，选择列源。这是一个 *innotop*内部编译为函数的表达式。你可以使用SHOW VARIABLES和SHOW STATUS中对应 变量的名字，就像是方程中的变量一样。我们使用了一些括号和Perl式"或”默认值以

防止被零除，除此而外这个等式相当直白。我们同样可以使用*innotop*中的percentO 转换来以百分比形式格式化结果列，更多信息请参考*innotop*的文档。图16・8显示了这 个表达式。
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图**16・7：**增加头部（列的文本）

Choose *白* sou*rce* for tlie coluinri's

日「足广 sIunin some : percent (1 - (. (Key\_l)l.ocks\_uriu$ed " ke；*y\_cc*kie\_l? 1.ock\_size) U ( key\_butfer\_size|11) •

图**16-8：**增加头部（要计算的表达式）

按Enter键，你将会和之前一样看到表的定义，但是在底部有了新增加的列。按几次+ 键将它往列表上方移，挨着key\_buffer\_hit列，然后按q键退出表编辑器。瞧，新的 列嵌在KCacheHit和Bpsln之间（图16-9）o可以通过定制*innotop*很容易地监控想要的 信息。如果它真的不能满足你的需求，甚至还可以编写对应的插件。更多文档见*http：// code.google. com/p/innotop/o*

**Query List (? for help)**
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图**16-9：**增加头（结果）

[M> 16.5 总结

好的工具对管理MySQL至关重要。推荐使用一些已经可用、广泛测试过、流行的工具, 例如Percona Toolkit （旧名Maatkit）。当接触新的服务器时，实践中我们首先要做的是

运行*pt-summary*和*pt-mysql-summaryo*如果在一台服务器上工作，可能需要在另外一个 终端下运行*innotop*来观察它以及任何相关的服务器。

监控工具是另外一个更复杂的话题，这是由于它们对于管理非常重要。如果你是一名开 源倡导者，想使用开源的监控系统，或许可以尝试Nagios结合带Baron的Cacti模板的 Cacti,或者尝试Zabbix,前提是作不介意复杂的接口。如果想要监控MySQL的商业工具, MySQL Enterprise Monitor可以胜任，我们知道有很多用户使用得很好。如果想监控整 个环境和其中所有软硬件信息，你可能需要自己去做一些调査——这个话题超出了本书 讨论的范围。

附录**A**也

MySQL分支与变种

在第1章中，我们已经讨论过MySQL的历史：先被Sun公司收购，然后再被0racle 公司收购，以及它怎样成功度过了这些管理职务上的变动。这个故事有太多事情可讲。 MySQL不再只可从Oracle获取。在两次转让的过程中，出现了好几个MySQL变种。 尽管大部分人都只愿意要0racle “官方”版本的MySQL,但这些变种非常重要，并且 对所有MySQL用户产生了一个很大的改变——甚至是那些从来没有打算使用它们的用. 户。

在过去几年里，出现了几个MySQL变种,但到目前为止主要有三个久经考验的主流变种： Percona Server,MariaDB和Drizzleo它们都有活跃的用户社区和某种程度上的商业支持， 均由独立的服务供应商支持。

作为Percona Server的创建者，我们有一定的倾向性，但我们认为这个附录相当客观， 因为我们对所有的MySQL变种都提供服务、支持、咨询、培训和工程部署。我们还邀 请了 Drizzle的创建者Brian Aker和MariaDB的创建者Monty Widenius来参与到这个附 录的编写，因此这并非我们一家之言。

Percona Server

Percona Server *([http://www.percona.com/software/｝](http://www.percona.com/software/%ef%bd%9d%e5%9b%a0%e6%88%91%e4%bb%ac%e8%87%b4%e5%8a%9b%e4%ba%8e%e8%a7%a3%e5%86%b3%e5%ae%a2%e6%88%b7%e9%97%ae%e9%a2%98%e8%80%8c%e8%a1%8d%e7%94%9f%e3%80%82)*[因我们致力于解决客户问题而衍生。](http://www.percona.com/software/%ef%bd%9d%e5%9b%a0%e6%88%91%e4%bb%ac%e8%87%b4%e5%8a%9b%e4%ba%8e%e8%a7%a3%e5%86%b3%e5%ae%a2%e6%88%b7%e9%97%ae%e9%a2%98%e8%80%8c%e8%a1%8d%e7%94%9f%e3%80%82) 在本书的第二版中，我们提到了我们为改进MySQL服务器的日志方法所做的补丁。那 正是Percona Server的起源。当遇到用其他方法都不能解决的问题时，我们就去修改服 务器源码。

Percona Server有三个主要的目标。 〈虱

透明.

增加允许用户更紧密地查看服务器内部信息和行为的方法。包含的特性有类似SHOW STATUS中的计数器，INFORMATION\_SCHEMA中的表，以及慢查询日志中特别增加的详 细信息。

性能

Percona Server包含许多性能和可扩展性方面的改进。原始性能非常重要，但

Percona Server还加强了性能的可预测性和稳定性。其中主要集中于InnoDBo

操作灵活性

Percona Server包含许多移除限制的特性。尽管某些限制看起来不起眼，但这些限制 可能会使操作人员和系统管理员在让MySQL作为架构的一部分而可靠并稳定运行 时，感到非常困难。

Percona Server是个与MySQL向后兼容的替代品，它尽可能不改变SQL语法、客户端 /服务器协议和磁盘上的文件格式。注1任何运行在MySQL上的都可以运行在Percona Server上而不需要修改。切换到Percona Server只需要关闭MySQL和启动Percona Server,不需要导出和重新导入数据。切换回去也不麻烦，而这一点实际上非常重要： 许多问题是通过临时切换解决的，使用增强的方法来诊断，然后切回到标准MySQLo

我们只对标准MySQL中需要并且可以产生显著好处的地方做改进。我们相信大部分用 户坚持使用由Oracle发行的MySQL官方版本可能是最好的选择，并且努力与原版保持 尽可能地相同。

Percona Server包括Percona XtraDB存储引擎，即改进版本的InnoDBo这同样是个向后 兼容的替代品。例如，如果创建一个使用InnoDB存储引擎的表，Percona Server能自动 识别并用Percona XtraDB替代之。Percona XtraDB同样包括在MariaDB内。

Percona Server的一些改进已经包括在MySQL的Oracle版本中，许多其他改进也只是 稍作修改而重新实现。结Percona Server变成了许多特性的“抢鲜”版,这些特性 随后将在标准MySQL中出现。Percona Server在5.1和5.5版本中的许多改进可能要在 MySQL 5.6中重新实现。

MariaDB

在Sun收购MySQL后，Monty Widenius,这位MySQL的创建者，因不认同MySQL开 发流程而离开Sun。他成立了 Monty程序公司，创立了 MariaDB,以培养一个“开放的 开发环境以鼓励外部的参与\ MariaDB的目标是社区开发,Bug修复和许多的新特性——

注1：曾有一些对文件格式的改变，但已经默认被禁掉，如果想要，还可以使其生效。特别是与社区开发的特性相集成。再引用Monty的一句话，注2“MariaDB的远景是面向用 户和客户驱动，以及更多社区的补丁和插件。”

MariaDB有什么不同呢？与Percona Server相比，它包括了更多对服务器的扩展。（Percona Server的大部分改变是在于Percona XtraDB存储引擎，而不是服务器层。）例如，有许 多是对查询优化和复制的改变。它使用Aria存储引擎取代了 MylSAM来存储内部临时 表（被用于复杂的査询，例如DISTINCT或子査询）。Aria最初叫Maria,在不确定的 Sun时代是打算替代InnoDB的。它是MylSAM的崩溃安全的版本。

除Percona XtraDB和Aria外，MariaDB还包括许多社区的存储引擎,例如SphinxSE和 PBXTO

MariaDB是原版MySQL的超集，因此已有的系统不需要任何修改就可以运行，就像 Percona Server-样。然而，MariaDB对有些场景可以更好地胜任，例如复杂的子査询 或多表关联。它同样有MylSAM分段的键缓存，这样特性使得MylSAM在现代的硬件 上可以更好地扩展。

也许MariaDB的最佳版本是5.3,在写作此书时它还是候选发布状态。这个版本包含许 多査询优化方面的工作一一可能是最近十年对MySQL最大的优化。它增加了査询执行 计划，例如哈希联合，并且修复了我们之前在本书中指出的MySQL的一些缺陷，例如 动态列、基于角色的访问控制和微秒级时间戳的支持。

关于 MariaDB 更多的改进可参考 *<http://www.askmonty.org>* 上的文档或 *<http://askmonty>. org/blog/the-2-year-old-mariadb/* 和 *<http://kb.askmonty.org/en/what-is-mariadb-53>* 中的变 更总结。
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Drizzle

Drizzle是真正的MySQL分支，而非只是个变种或增强版本。它并不与MySQL兼 容，尽管区分上还并不是大相径庭。在许多场合并不能简单地将MySQL后端替换为 Drizzle,因为它对SQL语法修改太大了。

Drizzle创建于2008年，致力于更好地服务MySQL用户。其创建目标是更好地满足网 页应用的核心功能。它是个很了不起的改进，与MySQL相比更简单，选择更少；例如, 它只使用utf8作为存储字符集，并且只有一种类型的BL0Bo它主要针对64位硬件编译, 且支持IPv6网络。

注 2 ： 这句话见于 *<http://askmcmty.org/blog/the-2-year-old-mariadb>* 和 *[http://kb.askmonty.org/en/what-is-mariadb-53。](http://kb.askmonty.org/en/what-is-mariadb-53%e3%80%82)* Drizzle数据库服务器的一个关键目标是消除MySQL上异常和遗留的行为，例如声明了 NOT NULL列但发现数据库中莫名其妙地存储了 NULL。你可以在MySQL ±找到的差劲的 实现或难使用的特性已经被删除，例如触发器、査询缓存和INSERT ON DUPLICATE KEY UPDATEO

在代码层，Drizzle构建于一个精简内核和插件的微核心架构之上。服务器的核心比起 MySQL已经精简许多。几乎任何东西都是插件——甚至类似SLEEP()的函数。这使得 Drizzle在源码级非常简单并非常高效。

Drizzle使用了诸如Boost的标准开源库，并遵从代码、构建架构和API方面的标准。它 对类似复制等特意使用了 Google协议缓冲公开消息格式，并且使用修改版的InnoDB作 为标准存储引擎。

Drizzle团队很早就开始着手做服务器的基准测试，用基于业界标准的1024个线程基准 来评估高并发的性能。并发越大性能增加越高，对性能改进非常大。

Drizzle是一个社区开发的项目，在开源社区比MySQL更吸引人。该服务器的许可证是 纯GPL的，没有双重的许可证。然而，MySQL客户端一月艮务器协议依靠一个基于BSD 许可证的新客户端库完成，而这对于开发商业系统是最重要的一个方面。这意味着你可 以通过用Drizzle的客户端库来连到MySQL的方式构建一个专属应用，并且不需要为 MySQL客户端库购买商业许可证或将软件基于GPL发布。MySQL的*libmysql*客户端库 是众多公司为MySQL购买商业许可证的最主要的原因之一，没有这个链接到*libmysql* 的商业许可证，这些公司就要被迫在GPL下发行软件。而这不再必要，因为现在公司可 以使用Drizzle的库来替代。

但据我们了解，Drizzle虽已在某些产品环境下部署但还没有广泛应用。Drizzle项目的 理念是抛弃向后兼容的束缚，而这意味着相对于迁移一个已有的应用而言，它更适合新 的应用。

其他MySQL变种

现在，或曾经，有许多MySQL服务器的变种。许多大型公司，例如Google. Facebook 和eBay,都维护着这一服务器的修改版，以完全匹配其需求和部署场景。许多源码已可 公开获取；也许最著名的例子就是Facebook和Google做的MySQL补丁。

另外还有几个分支或再发行，例如OurDelta、DorsalSource,还有只存在了很短一段时 间的Henrik Ingo的一个发行。

最后，许多人没有意识到当他们从GNU/Linux发行包软件库中安装MySQL时，其实获

取的是一个修改后的服务器版本 在某些场合下，有大量的修改。Red Hat和Debian （相应的Fedora和Ubuntu）都发行了非标准版本的MySQL, Gentoo以及实际上任何其 他GNU/Limix发行也都如此。与其他我们提及的变种相比，这些发行并没有指出对服务 器源码做了哪些修改，因为它们保留了 MySQL的名字。

过去我们遇到过许多关于MySQL修改版的问题。这是我们倾向于倡导使用Oracle版本 的MySQL的一个原因，除非有很强有力的理由来使用其他版本。

总结

MySQL分支和变种很少有大量的代码被采用到MySQL代码的主干树上，但却很大程度 上影响了 MySQL开发的方向和节奏。在某些情况下，它们提供了一个出众的替代选择。

应该使用分支代替Oracle官方的MySQL ?我们并不认为这通常有必要。如何选择一般 基于理解（从来没有完全的精确）或商业原因，例如与Oracle有一个企业范围的关系。 通常有两类人倾向不使用官方版本的服务器。
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* 遇到只有改源码才能解决的特别问题的人。
* 不信任Oracle对MySQL的管理并且视分支为真正的开源进而快乐的人。

为什么选择某个分支？我们总结如下。如果你想与官方MySQL版本尽量保持紧密， 并且想获取更好的性能、指导和有用的特性，那就选择Percona Servero如果你觉得 MariaDB对服务器的大量修改更优，或想要一个在社区内更广泛发行的存储引擎，就选 择MariaDBo如果你想要一个轻量精简版的数据库服务器并且并不介意是否与MySQL 兼容，或想让自己对数据库的改进更容易，那就追随Drizzleo

讲到Percona, 一般认为所有的提供商都有许多关于官方版本MySQL的经验，然而很 自然地Percona对于Percona Server最有经验，而Monty公司最熟悉MariaDB。当寻 求官方发行的MySQL的Bug修复时这会有影响。只有Oracle能保证一个Bug在官方 的MySQL发行中被修复；其他供应商可以提供修复但没有把它们加入到官方发行中的 权力。这回答了为什么选择某个分支：有些人选择分支就是因为其服务供应商提供的 MySQL版本完全可控，并且可以方便地修复和改进。

附录B <s

MySQL服务器状态

你可以通过查看MySQL的状态来回答许多关于MySQL的问题。MySQL以多种方式 来暴露服务器内部信息。最新的是MySQL 5.5中的PERFORMANCE\_SCHEMA库，而标准 的INFORMATION\_SCHEMA库从MySQL 5.0就已开始存在，此外实际上一直存在一系列的 SHOW命令。有些通过SHOW命令获取的信息并不在INFORMATION\_SCHEMA中存在。

对你的挑战是，问题到底是什么，如何获取需要的信息，如何解释它。尽管MySQL允 许你查看许多服务器内部发生的信息，但使用这些信息并不总是简单的。理解它需要耐 心、经验，并要准备好参阅MySQL用户手册。同样，好的工具也非常有用。

这个附录大部分是参考材料，但也有许多关于服务器内部功能的信息，特别是在关于 InnoDB的小节中。

系统变量

MySQL通过SHOW VARIABLES SQL命令显露了许多系统变量，你可以在表达式中使用这 些变量，或在命令行中通过*mysqladmin variables*试验。自MySQL 5.1起，可以通过访 问INFORMATION\_SCHEMA库中的表来获取这些信息。

这些变量反映了一系列配置信息，例如服务器的默认存储引擎(sto「age\_engine)、可 用的时区、连接的排序规则(collation)和启动参数。我们在第8章中已经讨论过如何 设置和使用它们。

SHOW STATUS

SHOW STATUS命令会显示每个服务器变量的名字和值。和上面讲的服务器参数不一 样，状态变量是只读的。可以在MySQL客户端里运行SHOW STATUS或在命令行里运 行*mysqladmin extended-status*来査看这些变量。如果使用SQL命令，可以使用LIKE 或WHERE来限制结果。可以用LIKE对变量名做标准模式匹配。命令将返回一个结果 表，但不能对它排序，与另外一个表做联合操作，或像对MySQL表一样做一些事 情。在MySQL 5.1或更新版本中，可以直接从INFORMATION\_SCHEMA.GLOBAL\_STATUS和 INFORMATION\_SCHEMA. SESSION\_STATUS 表中査询值。

潛性

H

我们使用“状态变量”这个术语来指从**SHOW STATUS**中得到的值，术语“系统变量” .则指服务器配置变量。

SHOW STATUS的行为自MySQL 5.0后有了非常大的改变，但是如果你没有足够细致地观 察，可能不会注意到。5.0之前的版本只有全局变量，5.1及以后的版本中，有的变量 是全局的，有的变量是连接级别的。因此，SHOW STATUS混杂了全局和会话变量。其中 许多变量有双重域：既是全局变量，也是会话变量，它们拥有相同的名字。现在SHOW STATUS默认也显示会话变量，因此，如果你习惯于使用SHOW STATUS来查看全局变量, 则需要改为运行SHOW GLOBAL STATUS査看。注】

有上百个状态变量。大部分要么是计数器，要么包含某些状态指标的当前值。每次 MySQL做一些事情都会导致计数器的增长，比如开始初始化一个全表扫描（Select, scan）0度量值，例如打开的到服务器连接数量（Th「eads\_connected）,可能增长和减少。 有时候几个变量貌似指向相同的事情，例如Connections （尝试连接到服务器的连接数量） 和Threads\_connected；在本例下，变量是关联的，但类似的名字并不总是隐含某种关系。

变量采用无符号整型存储。它们在32位编译系统上用4个字节（byte）,而在64位环境 上用8个字节，并且当达到最大值后会重新从0开始。如果你增量地监测这些变量，可 能需要观察并修正这个绕回处理；你也要意识到如果服务器已经运行很长一段时间，可 能会有比预期更小的值，这是因为这些变量值已经被重置为零。（在64位编译系统上基 本不会出现。）

L687＞如果想对服务器的工作负载有一个大体上的了解，可以将相关的一组变量放在一起査看 和对比 例如，一起査看所有的Select \*变量，或所有的Handler \*变量。如果使

用*innotop,*在Command Summary模式下査看更简单，但也可以通过类似*mysqladmin*

注**1** ： 有个问题需要说明：如果在一个新版服务器上使用老版的*mysqladmin,*它不会使用**SHOW GLOBAL STATUS,**因此仍将不能显示"正确的”信息。

*extended -r -i60 \ grep Handler\_*的命令手动完成。以下是在一个我们检测的服务器上 *innotop*对Select \*变量的显示。

Command Summary

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Name | Value | Pct | Last Incr | Pct |
| Select\_scan | 756582 | 59.89% | 2 | 100.00% |
| Select\_range | 497675 | 39.40% | 0 | 0.00% |
| Select\_full\_join | 7847 | 0.62% | 0 | 0.00% |
| Select^full^angeJ oin | 1159 | 0.09% | 0 | 0.00% |
| Select\_range\_check | 1 | 0.00% | 0 | 0.00% |

前两列是自服务器启动后的值，最后两列是自上次刷新后的值（在本例中是10s之前）。 百分比是与打印输出中显示的总值相比较，而不是与所有査询的总值相比。

I

査看一组变量的当前值、上一次査询的值，以及它们之间的差值，可以使用Percona Toolkit中的*pt-mext*工具，或Shlomi Noach写的简洁的査询。注⑦

**SELECT STRAIGHT JOIN**

**LOWER(gsO.VARIABLE\_NAME) AS variable\_name, gsO.VARIABLE VALUE~AS value\_0, ~ gsl.VARIABLE^VALUE AS value'l,**

**(gsl.VARIABLE VALUE - gsO.VARIABLE VALUE) AS diff, (gsl.VARIABLE^VALUE - gsO.VARIABLE~VALUE) / 10 AS per\_sec, (gsl.VARIABLE-VALUE - gsO.VARIABLE\*~VALUE) \*60/10 AS per min FROM ( ~ ~**

**SELECT VARIABLE.NAME, VARIABLE VALUE FROM INFORMATION\_SCHEMA.GLOBAL~STATUS UNION ALL - ~**

**SELECT ", SLEEP(IO) FROM DUAL**

**)AS gsO**

**JOIN INFORMATION\_SCHEMA.GLOBAL\_STATUS gsl USING (VARIABLE\_NAME) WHERE gsl.VARIABLE\_VALUE <> gsO.VARIABLE.VALUE; "**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| +  | variable\_name | I value\_0 | -+ +-  I value\_l | | diff | | + + per\_sec | per\_min | |
| | handler\_read\_rnd\_next | I 2366 | 1 2953 | | 587 | | 58.7 | 3522 | |
| | handler\_write | I 2340 | 1 3218 1 | 878 | | 87.8 | 5268 | |
| | open\_files | 1 22 | 1 20 | | -2 | | -0.2 | -12 | |
| 1 select\_full\_join | 1 2 | 1 3 | | • 1 1 | 0.1 | 6 | |
| 1 select\_scan | 1 7 | 1 9 | | 2 1 | 0.2 | 12 | |
| + |  |  |  |  |

最有帮助的是查看整个过程最后几分钟所有这些变量值和度量值，査看自服务器启动后〈西 的总值也同样有用。

接下来是对SHOW STATUS中所看到的各种变量的概述，但不是一个详尽的列表。对于给 定变量的详情，最好査询MySQL用户手册，详见*http://dev.mysql.com/doc/en/mysqld- option-tables.htmlo*当我们讨论一组以相同前缀开头的相关变量时，我们指的是“v前缀 >\_\*”这样的变量。

注 2 : 最早在 *<http://code.openark.org/blog/mysql/mysql-global-status-difference-using-single-query>* 上发表。

线程和连接统计

这些变量用来跟踪尝试的连接、退出的连接、网络流量和线程统计。

* Connections, Maxusedconnections, Threads\_connected
* Aborted\_clients, Aborted\_connects
* Bytes\_received, Bytessent
* Slow launch th reads, Threads cached, Threads created, Threads\_ running

如果Aborted\_connects不为0,可能意味着网络有问题或某人尝试连接但失败（可能用 户指定了错误的密码或无效的数据库，或某个监控系统正在打开TCP的3306端口来检 测服务器是否活着）o如果这个值太高,可能有严重的副作用:导致MySQL阻塞一个主机。

Aborted\_clients有类似的名字但意思完全不同。如果这个值增长，一般意味着曾经有 一个应用错误，例如程序在结束之前忘记正确地关闭MySQL连接。这一般并不表明有 大问题。

二进制日志状态

Binlog\_cache\_use和Binlog cache disk use状态变量显示了在二进制日志缓存中有多 少事务被存储过，以及多少事务因超过二进制日志缓存而必须存储到一个临时文件中。 MySQL 5.5 还包含 Binlog\_stmt\_cache\_use 和 Binlog stmt cache disk use,显示了非 事务语句相应的度量值。所谓的“二进制日志缓存命中率”往往对配置二进制日志缓存 的大小并没有参考意义。详细参考第8章中相关的话题。

国＞ 命令计数器

Com\_\*变量统计了每种类型的SQL或C API命令发起过的次数。例如，Com\_select统计 了 SELECT语句的数量，Com\_change\_db统计一个连接的默认数据库被通过USE语句或C API调用更改的次数。Questions注3变量统计总査询量和服务器收到的命令数。然而，它 并不完全等于所有Com\_\*变量的总和，这与查询缓存命中、关闭和退出的连接，以及其 他可能的因素有关。

Com\_admin\_commands状态变量可能非常大。它不仅计数管理命令，并且还包括对 MySQL实例的Ping请求。这些请求通过C API发起，并且一般来自客户端代码，例如 下面的Perl代码。

注**3：** 在**MySQL5.1**中，这个变量被分解成**Questions**和**Queries,**两者有轻微区别。

**my $dbh = DBI->connect(..**

**while ( $dbh && $dbh->ping ) (**

**# Do something**

}

这些Ping请求是“垃圾”査询。它们往往不会对服务器产生许多负载，但仍然是个浪费， 因为网络回路时间会增加应用的响应时间。我们曾经看到ORM系统(Ruby on Rails立 即跃入脑海)在每次査询之前Ping服务器，而这是无意义的,Ping服务器然后再查询 是一个“跳跃之前看一下”设计模式的典型例子，它会产生竞争条件。我们同样看到过 在每次査询之前更改默认库的数据库抽象函数库，这也会产生大量的Com\_change\_db命 令。最好消除这两种做法。

临时文件和表

可以通过下列命令查看MySQL创建临时表和文件的计数。

**mysql> SHOW GLOBAL STATUS LIKE 'Created^mp%\*;**

这显示了关于隐式临时表和文件的统计——执行査询时内部创建。在Percona Server中， 同样有展示显式临时表(即由用户通过CREATE TEMPORARY TABLE所创建)的命令。

**mysql> SHOW GLOBAL TEMPORARY TABLES;**
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句柄操作

句柄API是MySQL和存储引擎之间的接口。Handler,\*变量用于统计句柄操作，例如 MySQL请孝一个存储引擎来从一个索引中读取下一行的次数。可以通过下列命令査看 这些变量。

**mysql> SHOW GLOBAL STATUS LIKE 'Handler^%1;**

MylSAM键缓冲

Key\_\*变量包含度量值和关于MylSAM键缓冲的计数。可以通过下列命令查看这些变量。

**mysql> SHOW GLOBAL STATUS LIKE 'Key\_%';**

文件描述符

如果你主要使用MylSAM存储引擎，那么Open\_\*变量揭示了 MySQL每隔多久会打开 每个表的*.frm. .MYI*和文件。InnoDB保持所有的数据在表空间文件中，因此如 果你主要使用InnoDB,那么这些变量并不精确。可以通过下列命令査看Open\_\*变量。

**mysql> SHOW GLOBAL STATUS LIKE 'Open.%';**

查询缓存

通过査询Qcache\_\*状态变量可以检查査询缓存。

**mysql> SHOW GLOBAL STATUS LIKE 'QcacheJ';**

SELECT类型

Select,\*变量是特定类型的SELECT査询的计数器。它们能帮助你了解使用各种査询计 划的SELECT査询比率。不幸的是，并没有关于其他査询类型的状态变量，例如UPDATE 和REPLACE ,然而，可以看一下Handler,\*状态变量（前面讨论过）大致了解非SELECT 査询的相对数量。要査看所有Select,\*变量，使用下列命令。

**mysql> SHOW GLOBAL STATUS LIKE 'Select^1;**

以我们的判断，Select—\*状态变量可以按花费递增的顺序如下排列。

Select\_range

在第一个表上扫描一个索引区间的联接数目。

Selectscan

扫描整个第一张表的联接数目。如果第一个表中每行都参与联接，这样计数并没有 问题；如果你并不想要所有行但又没有索引以査找到所需要的行，那就糟糕了。

1691 > Select f ull\_ range\_j oin

使用在表〃中的一个值来从表〃+1中通过参考索引的区间内获取行所做的联接数。 这个值或多或少比Select\_scan开销多些，具体多少取决于査询。

Select\_range\_check

在表〃+1中重新评估表〃中的每一行的索引是否开销最小所做的联接数。这一般意 味着在表〃+1中对该联接而言并没有有用的索引。这个査询有非常高的额外开销。

Select\_full\_join

交叉联接或并没有条件匹配表申行的联接的数目。检测的行数是每个表中行数的乘 积。这通常是个坏事情。

最后两个变量一般并不快速地增长，如果快速增长，则可能表明一个“糟糕”的査询引 入到了系统中。具体可参考第3章中关于如何找到此类査询的讨论。

排序

在前面几章中我们已经讲了许多MySQL的排序优化，因此你应该知道排序是如何工作 的。当MySQL不能使用一个索引来获取预先排序的行时，必须使用文件排序，这会增 加Sort\_\*状态变量。除Sort\_merge\_passes外，你可以只是增加MySQL会用来排序 的索引以改变这些值。Sort\_merge\_passes依赖sort\_buffer\_size服务器变量（不要 与myisam\_sort\_buffer\_size服务器变量相混淆）。MySQL使用排序缓冲来容纳排序的 行块。当完成排序后，它将这些排序后的行合并到结果集中，增加Sort\_merge\_passes, 并且用下一个待排序的行.块填充缓存。然而，使用这个变量来指导排序缓存的大小并不 是个好方法，详情见第3章。

可以通过以下命令査看所有的Sort\_\*变量。

**mysql> SHOM GLOBAL STATUS LIKE 'Sort.%';**

当MySQL从文件排序结果中读取已经排好序的行并返回给客户端时，Sort\_scan和 Sort\_range变量会增长。不同点仅在于：前者是当査询计划导致Select\_scan增加（参 考前面的章节）时增加，而后者是当Select,range增加时增加。二者的实现和开销完全 一样；仅仅指示了导致排序的査询计划类型。
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表锁

Table\_locks\_immediate和Table locks^waited变量可告诉你有多少锁被立即授权，有 多少锁需要等待。但请注意，它们只是展示了服务器级别锁的统计，并不是存储引擎级 的锁统计。!

InnoDB相关

Innodb\_\*变量展示了SHOW ENGINE INNODB STATUS中包含的一些数据,本附录稍后会讨论。 这些变量会按名字分组：Innodb\_buffer\_pool\_\*, Innodb\_log\_\*,等等。稍后我们在检 査完SHOW ENGINE INNODB STATUS后会更多地讨论InnoDB内幕。

这些变量存在于MySQL 5.0或更新版本中，它们有重要的副作用：它们会创建一个全局 锁，然后在释放该锁之前遍历整个InnoDB缓冲池。同时，另外一些线程也会遇到该锁 而阻塞，直到它被释放。这歪曲了一些状态值，比如Threads\_running,因此，它们看 起来比平常更高（可能高许多，取决于系统此时有多忙）。当运行SHOW ENGINE INNODB STATUS 或通过 INFORMATION\_SCHEMA表（在 MySQL 5.0 或更新版本中，SHOW STATUS 和 SHOW VARIABLES与对INFORMATION\_SCHEMA表的査询在幕后映射了起来）访问这些统计时, 有相同的副作用。

因此，这些操作在这些版本的MySQL中会更加昂贵一一检査服务器状态太频繁(例如, 毎秒一次)可能会显著增加负载。使用SHOW STATUS LIKE也无济于事，.因为它要获取 所有的状态然后再进行过滤。

MySQL 5.5中相比5.1有更多的变量，在Percona Server中更多。

插件相关

MySQL 5.1和更新的版本中支持可插拔的存储引擎，并在服务器内对存储引擎提供了注 册它们自己的状态和配置变量的机制。如果你在使用一个可插拔的存储引擎，也许会看 到许多插件特有的变量。类似的变量总是以插件名开头。

SHOW ENGINE INNODB STATUS

InnoDB存储引擎在SHOW ENGINE INNODB STATUS输出中，老版本中对应的是SHOW INNODB STATUS,显示出了大量的内部信息。

不像其他大部分SHOW命令，它的输出就是单独的一个字符串，没有行和列。它分为很 多小段，每一段对应了 InnoDB存储引擎不同部分的信息，其中有一些信息对于hmoDB 开发者来说是非常有用的，但是，许多信息，如果你试着去理解，并且应用到高性能 InnoDB调优的时候，你会发现它们非常有趣一一甚至是非常必要的。

老版本的**InnoDB**经常把*64*位数字分成两部分来输出：高**32**位和低**32**位。有一个 例子是事务**ID,**比如**TRANSACTION 0 3793469,**你可以这么来计算**64**位数字的值： 把第一部分往左移动**32**位，然后加到第二部分上。我们在后面会展示几个例子。

输出内容包含了一些平均值的统计信息，例如fsync()每秒调用次数。这些平均值是自 上次输出结果生成以来的统计数，因此，如果你正在检查这些值，那就要确保已经等待 了 30s左右的时间，使两次采样之间积累起足够长的统计时间并多次采样，检査计数器 变化从而弄清其行为。并不是所有的输出都会在一个时间点上生成，因而也不是所有显 示出来的平均值会在同一时间间隔里重新计算一遍。而且,InnoDB有一个内部复位间隔, 而它是不可预知的，各个版本也不一样。你应该检査一下输出，看看有哪些平均值在这 个时间段里生成，因为每次采样的时间间隔不总是相同的。

这里面有足够的信息可供手工计算出大多数你想要的统计信息。但是，如果这时有一款 监控工具，例如*innotop*——它能为你计算出增量差值和平均值，那将是非常有用的。

头部信息

第一段是头部信息，它仅仅声明了输岀开始，其内容包括当前的日期和时间，以及自上 次输出以来经过的时长。下列第2行是当前日期和时间。第4行显示的是计算出这一平 均值的时间间隔，即自上次输出以来的时间，或者是距离上次内部复位的时长。

1. 070913 10:31:48 INNODB MONITOR OUTPUT
2. =====================================
3. Per second averages calculated from the last 49 seconds

SEMAPHORES

如果有高并发的工作负载，你就要关注下接下来的段：SEMAPHORES (信号量)。它包含 了两种数据：事件计数器，以及可选的当前等待线程的列表。如果有性能上的瓶颈，可 以使用这些信息来找出瓶颈。不幸的是，想知道怎么使用这些信息还是有一点复杂，不 过我们会在本附录的后面部分里给你一些建议。下面是一些输出样例。
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2. SEMAPHORES
4. OS WAIT ARRAY INFO: reservation count 13569, signal count 11421
5. --Thread 1152170336 has waited at ./../include/bufObuf.ic line 630 for 0.00 second; the semaphore:
6. Mutex at Ox2a957858b8 created file bufobuf.c line 517, lock var 0
7. waiters flag 0
8. wait is ending
9. --Thread 1147709792 has waited at ./../include/bufObuf.ic line 630 for 0.00 second; the semaphore:
10. Mutex at Ox2a957858b8 created file bufobuf.c line 517, lock var 0
11. waiters flag 0
12. wait is ending
13. Mutex spin waits 5672442, rounds 3899888, OS waits 4719
14. RW-shared spins 5920, OS waits 2918; RW-excl spins 3463, OS waits 3163

第4行给出了关于操作系统等待数组的信息，它是一个“插槽”数组。InnoDB在数组 里为信号量保留了一些插槽，操作系统用这些信号量给线程发送信号，使线程可以继续 运行，以完成它们等着做的事情。这一行还显示出InnoDB使用了多少次操作系统的等 待。保留计数(reservation count)显示了 InnoDB分配插槽的频度，而信号计数(signal count)衡量的是线程通过数组得到信号的频度。操作系统的等待相对于空转等待(spin wait)要更昂贵一些，我们即将看到这一点。

第5〜12行显示的是当前正在等待互斥量的InnoDB线程。在这个例子里显示出有两个 线程正在等待，每一个都是以“- Thread v数字＞ has waited...”开始的。这一段应该是空的， 除非服务器运行着高并发的工作负载，促使InnoDB采取让操作系统等待的措施。除非 你对InnoDB源代码很熟悉，否则这里看到的最有用的信息是发生线程等待的代码文件 *名。*这就给了你一个提示：在InnoDB内部哪里才是热点。举例来说，如果看到许多线 程都在一个名为*bufObuf.ic*的文件上等待着，那就意味着你的系统里存在着缓冲池竞争。 这个输出信息还显示了这些线程等待了多长的时间，其中“waiters flag”显示了有多少 个等待者正在等待同一个互斥量。

文本“wait is ending”意味着这个互斥量实际上已经被释放了，但操作系统还没把线程 调度过来运行。

你可能想知道InnoDB真正等待的是什么。InnoDB使用了互斥量和信号量来保护代码 的临界区，例如，限定每次只能有一个线程进入临界区，或者是当有活动的读时，就限 制写入等。在InnoDB代码里有很多临界区，在合适的条件下，它们都可能出现在那里。 常常能见到的一种情形就是获取缓冲池分页的访问权。

在等待线程的列表之后，第13和14行显示了更多的事件计数器。第13行显示的是跟 互斥量相关的几个计数器，第14行用于显示读/写共享和排他锁的计数器。在每一个情 形中，都能看到InnoDB依靠操作系统等待的频度。

InnoDB有着一个多阶段等待策略。首先，它会试着对锁进行空等待。如果经过了一个 预设的空转等待周期（设置innodb\_sync\_spin\_loops配置变量指令）之后还没有成功， 那就会退到更昂贵更复杂的等待数组中。注4

空转等待的成本相对比较低，但是它们要不停地检査一个资源是否能被锁定，这种方式 会消耗CPU周期。但是，这没有听起来那么糟糕，因为当处理器在等待I/O时，一般都 有一些空闲的CPU周期可用，即使是没有空闲的CPU周期，空等也要比其他方式更加 廉价一些。然而，当另外一条线程能做一些事情时，空转等待也还会独占处理器。

空转等待的替换方案就是让操作系统做上下文切换，这样，当这个线程在等待时，另外 一个线程就可以被运行，然后，通过等待数组里的信号量发出信号，唤醒那个沉睡的线程。 通过信号量来发送信号是比较有效率的，但是上下文切换就很昂贵，这很快就会积少成 多：每秒钟几千次的切换会引发大量的系统开销。

你可以通过改变系统变量innodb\_sync\_spin\_loops的值，试着在空转等待与操作系统等 待之间达成平衡。不要担心空转等待，除非你在每一秒里会看到许多空转等待（大概是 几十万这个水平）。这经常需要理解源代码或咨询专家才能解决。同样也可以考虑使用 Performance Schema,或看\_下 SHOW ENGINE INNODB MUTEX。

注**4：** 在**MySQL5.1**中增强了等待数组，使其更为高效。

LATEST FOREIGN KEY ERROR

下一段，即LATEST FOREIGN KEY ERROR, 一般不会出现，除非你的服务器上有外键错误。

在源代码里有许多地方会生成这样的输出，具体取决于错误的类型。有时问题在于事务 在插入、更新或删除一条记录时要寻找到父行或子行。还有些时候是当InnoDB尝试增 加或删除一个外键，或修改一个已经存在的外键时，发现表之间类型不匹配。

这部分输出对于调试与InnoDB往往不明确的外键错误相对应的准确原因非常有帮助。 让我们看几个例子。首先，创建有外键关系的两个表，然后插入少量数据。

CREATE TABLE parent (

parent\_id int NOT NULL,

PRIMARY KEY(parent id)

)ENGINE=InnoDB; *「*

CREATE TABLE child (

parent\_id int NOT NULL,

KEY parent\_id (parent\_id),

CONSTRAINT^child ibfCl FOREIGN KEY (parent id) REFERENCES parent (parent id)

)ENGINE=InnoDB; ~ ~ -

INSERT INTO parent(parent\_id) VALUES(l); <696 |

INSERT INTO child(parentjd) VALUES(l);

有两种基本的外键错误。以某种可能违反外键约束关系的方法增加、更新或删除数据， 将导致第一类错误。例如，以下是当我们从父表中删除行时发生的事情。

DELETE FROM parent;

ERROR 1451 (23000): Cannot delete or update a parent row: a foreign key constraint fails ('test/child', CONSTRAINT 'child\_ibfk\_l' FOREIGN KEY ('parent\_id') REFERENCES 'parent' ('parent\_id'))

错误信息相当直接明了，对所有由增加、更新或删除不匹配的行导致的错误都会看到相 似的信息。下面是SHOW ENGINE INNODB STATUS的输出。

2. LATEST FOREIGN KEY ERROR
4. 070913 10：57：34 Transaction:
5. TRANSACTION 0 3793469, ACTIVE 0 sec, process no 5488, OS thread id 1141152064 updating or deleting, thread declared inside InnoDB 499
6. mysql tables in use 1, locked 1
7. 4 lock struct(s), heap size 1216, undo log entries 1
8. MySQL thread id 9, query id 305 localhost baron updating
9. DELETE FROM parent
10. Foreign key constraint fails for table 'test/child':
11. 1
12. CONSTRAINT 'child\_ibfk\_l' FOREIGN KEY ('parent\_id') REFERENCES 'parent' ('parent

id、)

1. Trying to delete or update in parent table, in index 'PRIMARY' tuple:
2. DATA TUPLE: 3 fields;
3. 0: len 4; hex 80000001; asc ;; 1: len 6; hex OOOOOO39e23d; asc 9 =；； 2: lei 7； hex 000000002d0e24； asc -
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1. But in child table 'test/child', in index 'parent\_id\ there is a record:
2. PHYSICAL RECORD: n\_fields *2;* compact format; info bits 0
3. 0: len 4； hex 80000001; asc ;; 1: len 6; hex 000000000500; asc ;;

第4行显示了最近一次外键错误的日期和时间。第5〜9行显示了关于破坏外键约束的 事务详情。后面会再解释这些行。第10〜19行显示了发现错误时InnoDB正尝试修改 的准确数据。输出中有许多是转换成可打印格式的行数据。关于这点我们同样会在后面 再加以说明。

到目前为止还没有什么问题，但有另外一类的外键错误，可能会让调试更难。以下是当 我们尝试修改父表时所发生的。

ALTER TABLE parent MODIFY parent\_id INT UNSIGNED NOT NULL;

ERROR 1025 (HYOOO): Error on rename of 1./test/#sql-157O\_9' to './test/parent' (errno: 150) .

这就没有那么清楚了，但SHOW ENGINE INNODB STATUS的文本给了些指引信息。

[~697> 1 —- -

1. LATEST FOREIGN KEY ERROR
3. 070913 11:06:03 Error in foreign key constraint of table test/child:
4. there is no index in referenced table which would contain
5. the columns as the first columns, or the data types in the
6. referenced table do not match to the ones in table. Constraint:
7. ,
8. CONSTRAINT childJbfk\_l FOREIGN KEY (parent\_id) REFERENCES parent (parent\_id)
9. The index in the foreign key in table is parent\_id
10. See [http://dev.mysql.com/doc/refman/5・o/en/innodb-foreign-key-constraints](http://dev.mysql.com/doc/refman/5%e3%83%bbo/en/innodb-foreign-key-constraints). html
11. for correct foreign key definition.

本例中的错误是数据类型不同。外键列必须有完全相同的数据类型，包括任何修饰符(例 如本例中的UNSIGNED,这也是问题所在)。当看到1025错误并不理解为什么时，最好査 看 SHOW ENGINE INNODB STATUSO

在每次有新错误时，外键错误信息都会被重写。Percona Toolkit中的*pt-fk-error-logger* 工具可以保存这些信息以供后续分析。

LATEST DETECTED DEADLOCK

跟上面的外键部分一样，LATEST DETECTED DEADLOCK部分也只有当服务器内有死锁 时才会出现。死锁错误信息同样在每次有新错误时都会重写，Percona Toolkit中的贝. *deadlock-logger*工具可以保存这些信息以供后续分析。

死锁在等待关系图里是一个循环，就是一个锁定了行的数据结构又在等待别的锁。这个 循环可以任意地大。InnoDB会立即检测到死锁，因为每当有事务等待行锁的时候，它 都会去检查等待关系图里是否有循环。死锁的情况可能会比较复杂，但是，这一部分只 显示了最近两个死锁的情况，它们在各自的事务里执行的最后一条语句，以及它们在图 里形成循环锁的信息。在这个循环里你看不到其他事务，也看不到在事务里早先可能真 正获得了锁的语句。尽管如此，通常还是可以通过查看这些输出结果来确定到底是什么 引起了死锁。

在InnoDB里实际上有两种死锁。第一种就是人们常常碰到的那种，它在等待关系图里 是一个真正的循环。另外一种就是在一个等待关系图里，因代价昂贵而无法检查它是不 是包含了循环。如果InnoDB要在关系图里检查超过100万个锁，或者在检査过程中， InnoDB要重做200个以上的事务，那它就会放弃，并宣布这里有一个死锁。这些数值 都是硬编码在InnoDB代码里的常量，无法配置(如果你愿意，可以在代码里更改这些 数值，然后重新编译)。当InnoDB的检査工作超过这个极限后，它就会引发一个死锁， 这时你就可以在输出里看到一条信息“TOO DEEP OR LONG SEARCH IN THE LOCK TABLE WAITS-FOR GRAPH”。

InnoDB不仅会打印出事务和事务持有及等待的锁，而且还有记录本身。这些信息主要 对于InnoDB开发者有用，但目前也没有办法禁止显示。不幸的是，它会变得很大，以 致超过为输出结果预留的长度，使你无法看到下面几段输出信息。对此唯一的补救办法 是，制造一个小的死锁来替换那个大的死锁，或者使用Percona Server,该服务器软件 增加了配置变量来抑制过于详尽的文本。
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下面是一个死锁信息的样例。

2. LATEST DETECTED DEADLOCK
4. 070913 11：14：21
5. \*\*\* (1) TRANSACTION:
6. TRANSACTION 0 3793488, ACTIVE 2 sec, process no 5488, OS thread id 1141287232 starting index read
7. mysql tables in use 1, locked 1
8. LOCK WAIT 4 lock struct(s), heap size 1216
9. MySQL thread id 11, query id 350 localhost baron Updating
10. UPDATE test.tiny\_dl SET a = 0 WHERE a <> 0
11. \*\*\* (1) WAITING FOR THIS LOCK TO BE GRANTED:
12. RECORD LOCKS space id 0 page no 3662 n bits 72 index 'GEN\_CLUST\_INDEX' of table 'test/tiny\_dl' trx id 0 3793488 lock\_mode X waiting
13. Record lock, heap no 2 PHYSICAL RECORD: n\_fields 4； compact format; info bits 0
14. 0: len 6; hex 000000000501 ...[ omitted ]...

15

1. \*\*\* （2） TRANSACTION:
2. TRANSACTION 0 3793489, ACTIVE 2 sec, process no 5488, OS thread id 1141422400 starting index read, thread declared inside InnoDB 500
3. mysql tables in use 1, locked 1
4. 4 lock struct（s）, heap size 1216
5. MySQL thread id 12, query id 351 localhost baron Updating

.21 UPDATE test.tiny\_dl SET a = 1 WHERE a <> 1

1. \*\*\* （2） HOLDS THE LOCK（S）:
2. RECORD LOCKS space id 0 page no 3662 n bits 72 index 'GEN\_CLUST\_INDEX' of table 'test/tiny\_dl' trx id 0 3793489 lock mode S
3. Record lock, heap no 1 PHYSICAL RECORD: n\_fields 1; compact format; info bits 0
4. 0: ... [ omitted ]...

26

1. \*\*\* （2） WAITING FOR THIS LOCK TO BE GRANTED:
2. RECORD LOCKS space id 0 page no 3662 n bits 72 index 'GEN\_CLUST\_INDEX' of table 'test/tiny\_dl' trx id 0 3793489 lock\_mode X waiting
3. Record lock, heap no 2 PHYSICAL RECORD: n\_fields 4； compact format; info bits 0
4. 0: len *6;* hex 000000000501 ...[ omitted ]...

31

1. \*\*\* WE ROLL BACK TRANSACTION （2）

第4行显示的是死锁发生的时间，第5〜10行显示的是死锁里的第一个事务的信息。在 下一节里，我们会详尽地解释这些输出的含义。

[199> 第11〜15行显示的是当死锁发生时，事务1正在等待的锁。我们忽略了其中第14行 的信息，那是因为这只对调试才有用。这里要特别注意的内容是第12行，它告诉你这 个事务正在等待对test.tiny\_dl表中的GEN\_CLUST\_INDEXtt5索引上排他锁*（X*锁）。

第16〜21行显示的是第二个事务的状态，第22 ~ 26行显示的是该事务持有的锁。为 了简洁起见，在第25行有几条记录已经被我们删去了。这些记录里有一条就是第一个 事务正在等待的那一条。最后，第27〜31行显示了它正在等待的是哪一个锁。

当一个事务持有了其他事务需要的锁，同时又想获取其他事务持有的锁时，等待关系图 上就会产生循环了。InnoDB不会显示所有持有和等待的锁，但是，它显示了足够的信 息来帮你确定：査询操作正在使用哪些索引。这对于你确定是否能避免死锁有着极大的 价值。

如果能使两个査询对同一个索引朝同一个方向进行扫描，就能降低死锁的数目，因为， 査询在同一顺序上请求锁的时候不会创建循环。有时候，这是很容易做到的，举例来说， 如果要在一个事务里更新许多条记录，就可以在应用程序的内存里把它们按主键进行排 序，然后，再用同样的顺序更新到数据库，这样就不会有死锁的发生。但是在另一些时候， 这个方法也是行不通的（例如有两个进程使用了不同的索引区间操作同一张表的时候）。

第32行显示的是哪个事务被选中成为死锁的牺牲品。IimoDB会把看上去最容易回滚（就

注**5 :** 这是在不指定主键时**InnoDB**内部创建的索引。 是更新的记录数最少的）的事务选为牺牲品。

检测这些常规日志，从中找出线程所涉及的査询，然后看一下到底是什么导致死锁，这 非常有用。下节将介绍在哪里可以査找到死锁输出中的线程IDO

TRANSACTIONS

本节包含了一些关于InnoDB事务的总结信息，紧随其后是当前活跃事务列表。以下是 前几行信息（头部）。

2. TRANSACTIONS
4. Trx id counter 0 80157601
5. Purge done for trx's n:o <0 80154573 undo n:o <0 0
6. History list length 6
7. Total number of lock structs in row lock hash table 0

输出会因MySQL版本不同而变化，但至少包括如下几点。

•第4行：当前事务的ID,这是一个系统变量，每创建一个新事务都会增加。
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* 第5行：这是InnoDB清除旧MVCC行时所用的事务ID。将这个值和当前事务ID 进行比较，可以知道有多少老版本的数据未被清除。这个数字多大才可以安全的取 值没有硬性和速成的规定。如果数据没做过任何更新，那么一个巨大的数字也不 意味着有未清除的数据，因为实际上所有事务在数据库里査看的都是同一个版本的 数据。从另一方面来讲，如果有很多行被更新，那每一行就会有一个或多个版本留 在内存里。减少此类开销的最好办法是确保事务一完成就立即将它提交，不要让 它长时间地处于打开的状态。因为一个打开的事务即使不做任何操作，也会影响到 InnoDB清理旧版本的行数据。
* 同样是在第5行里，还有一项InnoDB清理进程正在使用的撤销日志编号，如果有 的话。如果它是“00”，如在本例中一样，说明清理进程处于空闲状态。
* 第6行：历史记录的长度，即位于InnoDB数据文件的撤销空间里的页面的数目。 如果事务执行了更新并提交，这个数字就会增加;而当清理进程移除旧版本数据时, 它就会递减。清理进程也会更新第5行中的数值。

•第7行：锁结构的数目。每一个锁结构经常持有许多个行锁，所以，它跟被锁定行 的数目不一样。

头部信息之后就是一个事务列表。当前版本的MySQL还不支持嵌套事务，因此，在某 个时间点上，每个客户端连接能拥有的事务数目是有一个上限的，而且每一个事务只能 属于单一连接。在输出信息里，每一个事务至少占有两行内容。下面这个例子就是关于 一个事务所能看到的最少的信息。

1. ---TRANSACTION 0 3793494, not started, process no 5488, OS thread id 1141152064
2. MySQL thread id 15, query id 479 localhost baron

第1行以该事务的ID和状态开始。这个事务是Knot started%意思是已经提交并且没 有再发起影响事务的语句；可能刚好空闲。然后是一些进程和线程信息。第2行显示了 MySQL进程ID,也和SHOW FULL PROCESSLIST中的Id列相同。紧随其后的是一个内部 査询号和一些连接信息（同样与SHOW FULL PROCESSLIST中的相同）。

然而，每个事务会打印比这多得多的信息。下面是一个稍复杂一些的例子。

1. ---TRANSACTION 0 80157600, ACTIVE 4 sec, process no 3396, OS thread id 1148250464, thread declared inside InnoDB 442
2. mysql tables in use 1, locked 0
3. MySQL thread id 8079, query id 728899 localhost baron Sending data
4. select sql\_calc\_found\_rows \* from b limit 5
5. Trx read view will not see trx with id>= 0 80157601, sees <0 80157597

I 701 >本例中的第1行显示此事务已经处于活跃状态4s。可能的状态有“not started”、“active”、 "prepared”和“committed in memory”（一旦被提交到磁盘上，状态就会变为wnot started”）。尽管在这个示例里没有显示，但是在其他条件下，你也许能看到关于事务当 前正在做什么的信息。在源代码中有超过30个字符串常量可以显示在这里，例如“fetching rowsw、"adding foreign keys”，等等。

第1行里的文本wthread declared inside InnoDB 442”的意思是该线程正在InnoDB内核 里做一些操作，并且，还有442张“票”可以使用。换句话说，就是同样的SQL査询 可以重新进入InnoDB内核442次。这个“票”是系统用来限制内核中线程并发操作的 手段，以防止其在某些平台上运行失常。即使线程的状态是“inside InnoDB”，它也不 是在InnoDB里面完成所有的工作。査询可能是在服务器一级做一些操作，而只是通过 某个途径跟InnoDB内核互动一下。你也可能看到事务的状态是sleeping before joining InnoDB queue"或者 uwaiting in InnoDB queue” o

接下来一行显示了当前语句里有多少表被使用和锁定。InnoDB 一般不会锁定表，但对 有些语句会锁定。如果MySQL服务器在高于InnoDB层次之上将表锁定，这里也是能 够显示出来的。如果事务已经锁定了几行数据，这里将会有一行信息显示出锁定结构的 数目（再声明一次，这跟行锁是两回事）和堆的大小。具体例子可以査看之前的死锁输 出信息。在MySQL 5.1及更新的版本里，这一行还显示了当前事务持有的行锁的实际数 目。

堆的大小指的是为了持有这些行锁而占用的内存大小。InnoDB是用一种特殊的位图表 来实现行锁的，从理论上讲，它可将每一个锁定的行表示为一个比特。我们的测试显示， 每一个锁通常不超过4比特。

本例中的第3行包含的信息略微多于上例中的第2行:在该行的末尾是线程状态“Sending data",这SHOW FULL PROCESSLIST中所看到的 Command列相同。

如果事务正在运行一个査询，那么接下来就会显示出査询的文本(或者，在某些版本的 MySQL里，显示其中的一小段)，在本例中是第4行。

第5行显示了事务的读视图，它表明了因为版本关系而产生的对于事务可见和不可见两 种类型的事务ID的范围。在本例中，在两个数字之间有一个四个事务的间隙，这四个 事务可能是不可见的。InnoDB在执行査询时，对于那些事务ID正好在这个间隙的行， 还会检查其可见性。

如果事务正在等待一个锁，那么在查询内容之后将可以看到这个锁的信息。在上文的死 锁例子里，这样的信息已经看到过多次了。不幸的是，输出信息并没有说母这个锁正被 其他哪个事务持有。如果使用了 InnoDB插件，就可以在MySQL 5.1及更高版本中的 INFORMATION - SCHEMA 表中査明这一点。

如果输出信息里有很多个事务，InnoDB可能会限制要打印出来的事务数目，以免输出*＜X* 信息增长得太大。这时就会看到“...truncated...”。

FILE I/O

FILE I/O部分显示的是I/O辅助线程的状态，还有性能计数器的状态。

FILE I/O

2

3

4

5

6

7

8

9

10

11

12

I/O thread 0 state: waiting for i/o request (insert buffer thread)

I/O thread 1 state: waiting for i/o request (log thread)

I/O thread 2 state: waiting for i/o request (read thread)

I/O thread 3 state: waiting for i/o request (write thread)

Pending normal aio reads: 0, aio writes: 0,

ibuf aio reads: 0, log i/o's: 0, sync i/o's: 0

Pending flushes (fsync) log: 0; buffer pool: 0

17909940 OS file reads22088963 OS file writes, 1743764 OS fsyncs 0.20 reads/s, 16384 avg bytes/read, 5.00 writes/s, 0.80 fsyncs/s

第4 ~ 7行显示了 I/O辅助线程的状态。第8〜10行显示的是每个辅助线程的挂起操作 的数目，以及日志和缓冲池线程挂起的fsync ()操作数目。简写“aio” .的意思是“异步 I/O”。第11行显示了读、写和fsyncO调用执行的数目。在你的负载下这些绝对值会有 所不同，因此更重要的是监控它们过去一段时间内是如何改变的。第12行显示了在头 部显示的时间段内的每秒平均值。

在第8〜9行显示的挂起值是检测I/O受限的应用的一个好方法。如果这些I/O大部分

有挂起的操作，那么负载可能I/O受限。

在Windows下，可以通过innodb\_file\_io\_threads配置变量来调整I/O辅助线程数，因 此可能会看到不止一个读线程和写线程。在使用了 InnoDB插件的MySQL 5.1和更新版 本中，或 Percona Server 中，可以使用 innodb\_read\_io\_threads 和 innodb\_w「ite\_io\_ threads来为读/写配置多个线程。然而，在所有平台下至少总会看到4个线程。

*Insert buffer thread*

负责插入缓冲合并(例如，记录被从插入缓冲合并到表空间中)。

*Log thread*

负责异步刷日志。

I 703 > *Read thread*

执行预读操作以尝试预先读取InnoDB预感需要的数据。

*Write thread* 刷脏缓冲。

INSERT BUFFER AND ADAPTIVE HASH INDEX

这部分显示了 InnoDB内这两个结构的状态。

2. INSERT BUFFER AND ADAPTIVE HASH INDEX
4. Ibuf for space 0: size *1,* free list len 887, seg size 889, is not empty
5. Ibuf for space 0: size *1,* free list len 887, seg size 889,
6. 2431891 inserts, 2672643 merged recs, 1059730 merges
7. Hash table size 8850487, used cells 2381348, node heap has 4091 buffer(s)
8. 2208.17 hash searches/s, 175.05 non-hash searches/s

第4行显示了关于插入缓存大小、“free list”的长度和段大小的信息。文本“for space 0” 像是指明了多个插入缓冲的可能性一一每个表空间一个，但从未实现，并且这个文本在 最近的MySQL版本中被移除掉了。只有一个插入缓冲，因此第5行真的是多余的。第 6行显了有多少缓冲操作已经完成。合并与插入的比例很好地说明了缓冲使用效率如 何。

第7行显示了自适应哈希索引的状态。第8行显示了在头部提及的时间内InnoDB完成 了多少哈希索引操作。哈希索引査找与非哈希索引査找的比例仅供参考。自适应索引无 法配置。

LOG

这部分显示了关于InnoDB事务日志（重做日志）子系统的统计。

1. —-
2. LOG
3. —
4. Log sequence number 84 3000620880
5. Log flushed up to 84 3000611265
6. Last checkpoint at 84 2939889199
7. 0 pending log writes, 0 pending chkp writes
8. 14073669 log i/o's done, 10.90 log i/o's/second

第4行显示了当前日志序号，第5行显示了日志已经刷到哪个位置。日志序号就是写到 日志文件中的字节数，因此可用来计算日志缓冲中还有多少没有写入到日志文件中。在 这个例子中，它有9615字节（13 000 620 880 - 13 000 611 265）o第6行显示了上一检 测点（一个检测点表示一个数据和日志文件都处于已知状态的时刻，并且能用于恢复）。＜3画 如果上一检查点落后日志序号太多，并且差异接近于该日志文件的大小，InnoDB会触 发“疯狂刷!”，这对性能而言非常糟糕。第7〜8行显示了挂起的日志操作和统计，你 可以将其与FILE 1/0部分的值相比较，以了解你的I/O有多少是由日志子系统引起，有 多少是其他原因。

BUFFER POOL AND MEMORY

这部分显示了关于InnoDB缓冲池及其如何使用内存的统计。

1. ——
2. BUFFER POOL AND MEMORY
4. Total memory allocated 4648979546; in additional pool allocated 16773888
5. Buffer pool size 262144
6. Free buffers 0
7. Database pages 258053
8. Modified db pages 37491
9. Pending reads 0
10. Pending writes: LRU 0, flush list 0, single page 0
11. Pages read 57973114, created 251137, written 10761167
12. 9.79 reads/sj 0.31 creates/s, 6.00 writes/s
13. Buffer pool hit rate 999 / 1000

第4行显示了由InnoDB分配的总内存，以及其中多少是额外内存池分配。额外内存池 仅分配了其中（一般很小）一部分的内存，由内部内存分配器分配。现代的InnoDB版 本一般使用操作系统的内存分配器，但老版本使用自己的，这是由于在那个时代有些操 作系统并未提供一个非常好的实现。

第5 - 8行显示了缓冲池度量值，以页为单位。度量值有总的缓冲池大小、空闲页数、

分配用来存储数据库页的页数，以及“脏”数据库页数。InnoDB使用缓冲池中的部分 页来对锁、自适应哈希，以及其他系统结构做索引，因此池中的数据库页数永远不等于 总的池大小。

第9〜10行显示了挂起的读和写的数量（例如InnoDB需要为缓冲池而做的总的逻辑读 和写）。这些值并不与FILE I/O部分的值相匹配，因为InnoDB可能合并许多的逻辑操 作到一个物理I/O操作中。LRU代表"最近使用到的”；它是通过冲刷缓冲中不经常使 用的页来释放空间以供给经常使用的页的一种方法。冲刷列表存放有检测点处理需要冲 刷的旧页，并且单页的写是独立的页面写，不会被合并。

输出中的第8行显示缓冲池包含37 491个脏页，这是在某些时刻（它们已经在内存中被 修改但尚未写到磁盘上）需要被刷到磁盘上的。然而，第10行显示当前没有安排冲刷。

墮〉这不是一个问题；InnoDB会在需要时刷。如果在InnoDB的状态输出中到处可见大量挂 起的I/O操作，这往往表明服务器有严重问题。

第11行显示了 InnoDB被读取、创建和写入了多少页。读/写页的值指的是从磁盘读到 缓冲池中的数据，或反过来说。创建页的值指的是InnoDB在缓冲池中分配但没有从数 据文件中读取内容的页，因为它并不关心内容是什么（例如，它们可能属于一个已经被 删除的表）。

第13行报告了缓冲池的命中率，它用来衡量InnoDB在缓冲池中査找到所需页的比例。 它度量自上次InnoDB状态输出后的命中率，因此，如果服务器自那以后一直很安静, 你将会看到“No buffer pool page gets since the last printout.”。它对于度量缓存池的大小 并没有用处。

在MySQL 5.5中，可能有多个缓冲池，每一个都会在输出中打印一部分信息。Percona XtraDB还会在输出中打印更多详情——例如，准确显示内存在哪里分配。

ROW OPERATIONS

这部分显示了其他各项InnoDB统计。

1

1. ROW OPERATIONS
3. 0 queries inside InnoDB, 0 queries in queue
4. 1 read views open inside InnoDB
5. Main thread process no. 10099, id 88021936, state: waiting for server activity
6. Number of rows inserted 143, updated 3000041, deleted 0, read 24865563
7. o.oo inserts/s, o.oo updates/s, o.oo deletes/s, o.oo reads/s
9. END OF INNODB MONITOR OUTPUT
10. ============================第4行显示了 InnoDB内核内有多少线程（我们在讨论TRANSACTIONS部分的小节中提及 过）。队列中的査询是InnoDB为限制并发执行的线程量而不允许进入内核的线程。査询 同样在进入队列之前会休眠等待，这之前已经讨论过。

第5行显示了有多少打开的InnoDB读视图。读视图是包含事务开始点的数据库内容的 MVCC “快照”。你可以看看某特定事务是否在TRANSACTIONS部分有读视图。

第6行显示了内核的主线程状态。可能的状态值如下。

* doing background drop tables
* doing insert buffer merge
* flushing buffer pool pages

<706~|

* flushing log
* making checkpoint
* purging
* reserving kernel mutex
* sleeping
* suspending
* waiting for buffer pool flush to end
* waiting for server activity

在大部分服务器上应该会经常看到“sleeping”，如果生成多个快照而一再査看到不同的 状态,例如“flushing buffer pool pages”，则应该怀疑相关的活动有问题 例如,"疯狂刷” 问题，可能由某个冲刷算法差劲的InnoDB版本引起，或由糟糕的配置导致，例如太小 的事务日志文件。

第7〜8行显示了多少行被插入、更新、删除和读取，以及它们的每秒均值。如果想査 看InnoDB有多少工作在进行，那么它们是很好的参考值。

SHOW ENGINE INNODB STATUS输出在第9〜13行结束。如果看不到这个文本，那可能是 有一个大的死锁截断了输出。

SHOW PROCESSLIST

进程列表是当前连接到MySQL的连接或线程的清单。SHOW PROCESSLIST列出了这些线 程，以及每个线程的状态信息。例如：

mysql> **SHOW FULL PROCESSLIST\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i.［叫 \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id: 61539

User: sphinx

Host: se02:58392

db: artl36

Command: Query

Time: 0

State: Sending data

Info: SELECT a.id id, a.site\_id site\_\_id, unix\_timestamp(inserted) AS inserted,forum\_id, unix\_timestamp(p

Id: 65094

User: mailboxer

Host: dbOl:59659

db: link84

Command: Killed

Time: 12931

State: end

I 707 > Info: update Iink84.1ink\_in84 set url\_to =

replace(replace(url\_to,'&amp;','&,),'%20~,'+\*), url\_\_prefix=repl

有几个工具(例如*innotop)*可以以定期刷新的方式显示进程列表。

也可以从INFORMATION\_SCHEMA中的表来获取这个信息。Percona Server和MariaDB向这 个表中增加了更多有用的信息，如高精度的时间字段和显示査询完成百分比的字段，这 一信息可用作进度指示。

Command和State列真正表明了线程的状态。上面的例子中，第一个进程正在运行査询 并发送数据，而第二个进程已被杀死，这可能是由于这需要非常长的一段时间来完成， 于是某人深思熟虑后通过KILL命令终结了它。线程有可能在KILL状态停留一段时间， 因为KILL命令有可能不能立刻执行完成，比如它可能需要一些时间来回滚事务。

SHOW FULL PROCESSLIST (增加了 FULL关键字)将显示每个査询的全文，否则最多显示 100个字符。

SHOW ENGINE INNODB MUTEX

SHOW ENGINE INNODB MUTEX返回InnoDB互斥体的详细信息，主要对洞悉可扩展性和并 发性问题有帮助。每个互斥体都保护着代码中一个临界区，这在之前已经讨论过。

输出会因MySQL版本和编译选项而有所不同。下面是MySQL 5.5服务器的示例。

|  |  |  |
| --- | --- | --- |
| mysql> SHOW ENGINE INNODB MUTEX; | | |
|  |  |  |
| | Type | Name | | | Status | |
| | InnoDB | | &table->autoinc mutex | | os\_waits=l | |
| | InnoDB | | Stable->autoinc mutex | 1 os\_waits=l | |
| | InnoDB | | &table->autoinc mutex | 1 os\_waits=4 1 |
| | InnoDB | | &table->autoinc mutex | | os\_waits=l 1 |
| 1 InnoDB | | &table->autoinc mutex | | os\_waits=12 1 |
| 1 InnoDB | | &dict\_sys->mutex | 1 os\_waits=l | |
| | InnoDB | | &log sys->mutex | 1 os\_waits=12 1 |
| 1 InnoDB | | &fil\_system->mutex | 1 os\_waits=ll | |
| | InnoDB | | &kernel mutex | 1 os\_waits=l 1 |
| | InnoDB | | &dict\_table\_stats\_\_latches[i] | 1 os\_waits=2 1 |
| | InnoDB | | &dict\_table\_\_stats\_latches[i] | 1 os\_waits=54 | |
| 1 InnoDB | | &dict\_table\_stats\_latches[i] | 1 os\_waits=l | |
| .| InnoDB | | &dict\_table\_stats\_latches[i] | 1 os\_waits=31 1 |
| | InnoDB | | &dict\_table\_stats\_latches[i] | 1 os\_waits=41 | |
| | InnoDb | | &dict\_table\_stats\_latches[i] | | os\_waits=12 | |
| | InnoDB | | &dict\_table\_stats\_latches[i] | 1 os\_waits=l 1 |
| | InnoDB | | &dict\_table\_stats\_latches[i] | 1 os\_waits=90 1 |
| | InnoDB | | &dict\_table\_stats\_latches[i] | 1 os\_waits=l | |
| | InnoDB | | &dict\_operation\_lock | | os\_waits=13 | < 708 I |
| | InnoDB | &log\_sys->checkpoint\_lock | | 1 os\_waits=66 | |
| | InnoDB | | combined &block->lock | 1 os\_waits=2 1 |
| 十-------■十， |  |  |
| 基于等待的量，可以使用这个输出来帮助确定InnoDB的哪一块是瓶颈。只要有互斥体， 就会有潜在的争用。该命令的输出可能会非常多，需要写一些脚本进行聚合分析。 | | |

有三种主要的策略可以消除互斥相关的瓶颈：尽量避开InnoDB的弱点，限制并发，或 者在CPU密集型的空转等待和资源密集型的操作系统等待之间取得平衡。这些在本附录 前面和第8章讨论过。

复制状态

MySQL有几个命令用以监测复制。在主库上执行SHOW MASTER STATUS可显示主库的复 制状态和配置。

mysql> SHOW MASTER STATUS\G

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. mw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

File: mysql-bin.000079

Position: 13847

Binlog\_Do\_DB:

Binlog\_Ignore\_DB:

输出包含了主库当前的二进制日志位置。通过SHOW BINARY LOGS可以获取到二进制日志 的列表。

mysql> **SHOW BINARY LOGS**

+ + +

I Log\_name | File\_size |

+ + +

I mysql-bin.000044 | 13677 |

I mysql-bin.000079 | 13847 |

+ + +

36 rows in set （0.18 sec）

要査看这些二进制日志中的事件，可以用SHOW BINLOG EVENTSe在MySQL 5.5中，也 可以使用 SHOW RELAYLOG EVENTSO

在备库上执行SHOW SLAVE STATUS査看复制的状态和配置。在此，我们不予列举，因为 输出有点冗长，但我们会说明关于它的几个事情。首先，你可以同时看到复制I/O和复 制SQL线程的状态，包括任何错误。也可以看到复制落后多远。输出中还有三套二级制 日志的坐标，这几个坐标对于备份和搭备库非常有用。

Master\_Log\_File/Read\_Master\_Log\_Pos

I/O线程读主库二进制日志的位置。

1709 > Relay\_ Log\_ File/Relay\_ Log\_ Pos

SQL线程执行中继日志的位置。

Relay\_Master\_Log\_File/Exec\_Master\_Log\_Pos

SQL线程执行的映射到主库二进制日志的位置。这与Relay\_Log\_File/Relay\_Log\_ Pos有着相同的逻辑位置，但是主库的二进制日志而非复制的中继日志。换句话说, 如果你看一下日志中的这两个位置，你会发现有相同的日志事件。

INFORMATION\_SCHEMA

INFORMATION\_SCHEMA库是一个SQL标准中定义的系统视图的集合。MySQL实现了许 多标准中的视图，并且增加了一些其他的视图。在MySQL 5.1中，其中许多的视图与 MySQL 的 SHOW 命令对应，例如 SHOW FULL PROCESSLIST 和 SHOW STATUS0 然而，也有 一些视图并没有相对应的SHOW命令。

INFORMATION\_SCHEMA视图的美在于能够以标准的SQL来进行査询。这比SHOW命令更灵 活，因为SHOW命令产生的结果不能聚合、联接或进行其他标准SQL操作。在系统视图 层拥有所有可获得的数据使得写感兴趣和有用的査询变得可行。

例如，在Sakila样本库中哪一个表引用了 actor表？ 一致的命名约定使之很容易确定。

**mysql> SELECT TABLE NAME FROM INFORMATION SCHEMA.COLUMNS -> WHERE TABLE SCHEMA=\*sakila\* AND COLUMN\_\_NAME='actor id, -> AND** TABLE.nSmE **<> 'actor1; ~ ~**

**+ +**

**I TABLE\_NAME |**

**I actor\_info | I fiImpactor |**

我们需要为本书找几个表中含有多列索引的样例。下面是一个满足需要的査询。

mysql> SELECT TABLE\_NAME, GR0UP\_C0NCAT(C0LUMN NAME) -> FROM INFORMATION SCHEMA.KEY COLUMN USAGE -> WHERE TABLE SCHEMA='sakila,~ "

-> GROUP BY TABLE\_NAME, CONSTRAINT NAME -> HAVING COUNT(\*) >1; ~

|  |  |
| --- | --- |
| **+**  **| TABLE\_NAME** | **-+ +**  **| GROUP\_CONCAT(COLUMN\_NAME) |** |
| **| film\_actor** | **| actor\_idjfilm\_id |** |
| **| film\_category** | **| film\_id,category\_id |** |
| **1 rental** | **1 customer\_id,rental\_date,inventory\_id |** |
| 你也可以写更复杂的査询，就像对待其他常规表一样。MySQL Forge *(<http://forge.mysql>.* OE | |

*com)*是一个寻找和分享针对这些视图的査询的好地方。有査找重复和冗余索引，査找 非常低基数的索引，以及更多其他的例子。在Shlomi Noach的*common\_schema*项目中 *(<http://code.openark.org/fbrge/common> schema*)中同样有一组基于 INFORMATION SCHEMA 视图所写的有用视图。

最大的缺点是视图与相应的SHOW命令相比，有时非常慢。它们一般会取所有的数据， 存在临时表中，然后使査询可以获取临时表。当服务器上数据量大或表非常多时，查 询INFORMATION\_SCHEMA表会导致非常高的负载，并且会导致服务器对其他用户而言停 转或不可响应，因此在一个高负载且数据量大的生产服务器上使用时要小心。査询时 会有危险的表主要是那些包含下列表元数据的表：TABLES, COLUMNS, REFERENTIAL, CONSTRAINTS, KEY\_COLUMN\_USAGE,等等。对这些表的査询会导致MySQL向存储引擎请 求获取类似服务器上表的索引统计等数据，而这在InnoDB里是非常繁重的。

这些视图不可更新。尽管你可以从中检索到服务器设置，但不能更新以影响服务器的配 置，因此，仍然需要对配置使用SHOW和SET命令，尽管INFORMATION\_SCHEMA视图对其 他任务非常有用。

InnoDB 表

在MySQL 5.1和更新版本中，IrmoDB插件创建了许多的INFORMATION\_SCHEMA表。这些 表非常有用。在MySQL 5.5中有更多这样的表，而还未发行的MySQL 5.6中则还要多。

在MySQL 5.1中，存在如下一些表。

INNODB\_CMP和 INNODB\_CMP\_RESET

这些表显示了 InnoDB中以新文件格式Barracuda压缩的数据的相关信息。第二个表 显示的信息与第一个表相同，但具有重置所包含数据的副作用，好像使用FLUSH命 令那样。

INNODB\_CMPMEM和 INNODB\_CMPMEM\_RESET

这些表显示了用于InnoDB压缩数据的缓冲池中页的信息。第二个表又是一个重置表。 INNODB\_TRX 和］:NNODB\_ LOCKS

这些表显示了事务，拥有和等待锁的事务。它们对于诊断锁等待问题和长时间运行 的事务非常重要。MySQL用户手册上包含了査询样例，你可以直接复制、粘贴来显 示哪一些事务在阻塞其他事务，它们正在运行的査询，等等。

EZE> 除了这些表，MySQl 5.5还增加了 INNODB\_LOCK\_WAITS,它可以帮助更容易地诊断更多类 型的锁等待问题。MySQL 5.6中将会增加显示关于InnoDB内部更多信息（包括缓冲池 和数据字典）的表，以及称为INNODB\_METRICS的新表，它将是使用Performance Schema 的替代方案。

Percona Server 中的表

Percona Server向INFORMATION\_SCHEMA库中增加了大量的表。原生的MySQL 5.5服务器 有39个表，而Percona Server 5.5有61个表。以下是关于新增表的概述。

“用户统计信息”表

这些表源于Google的MySQL补丁。它们显示了客户端、索弓【、表、线程和用户的 活动统计。我们在本书中提到了它们的使用，例如确定复制何时开始接近追赶上主 库的能力极限。

InnoDB数据字典

一系列的表以只读表的方式暴露了 InnoDB内部数据词典：列、外键、索引、统计， 等等。它们对从InnoDB角度检测和理解数据库非常有帮助，它可能与MySQL不同， 因为MySQL依赖于*,frm*文件来存储数据字典。类似的表在MySQL 5.6发行时会加 进来。

InnoDB缓冲池

这些表使你可以像表一样査询缓冲池，表中每个页是一行，因此，你可以看到什么 页驻存于缓冲池中，有哪种类型的页，等等。这些表已被证实对于诊断类似膨胀的 插入缓冲非常有用。

临时表

这些表显示了与INFORMATION\_SCHEMA.TABLES表中可获取的类型相同的信息，只是 用临时表取代了。有一个用于你自身会话的临时表，还有一个用于整个服务器中的 所有临时表。它们对某个会话获取可视性到存在的临时表中，以及它们使用了多少 空间。

杂项表

有少数其他表为査询执行时间、文件、表空间和更多InnoDB内部信息增加了可视性。

关于Percona Server的新增表的文档可以在*[http://www.percona.com/doc/](http://www.percona.com/doc/%e8%8e%b7%e5%8f%96%e3%80%82)*[获取。](http://www.percona.com/doc/%e8%8e%b7%e5%8f%96%e3%80%82)

Performance Schema

自 MySQL 5.5 起，Performance Schema （寄存于 PERFORMANCE\_SCHEMA库中）是 MySQL 增强仪表的新的汇总处。我们在第3章中已讨论过一点。

默认情况下，Performance Schema是禁掉的，你必须打开并且使其在一个想要收集的特 定的仪表点（“消费者”）启用。我们对服务器以几个不同的配置做了基准测试，发现即 使Performance Schema没有数据可采集也会导致8% ~ 11%的开销，并且所有消费都生 效的话会有19%〜25%的开销，具体取决于是一个只读还是读/写的负载。这算少还是 多由你来决定。

这在MySQL 5.6中将改善，特别是当特性本身生效但所有仪表点都禁用时。这对某些用 户而言更加实用，他们会让Performance Schema生效，但直到收集信息时才将其激活。

在MySQL 5.5中，Performance Schema包含了指示条件变量、互斥体、读/写锁和文件 I/O实例的表。还有指示实例上的等待信息的表,而这些经常是你在査询时首先感兴趣的, 以及与其实例表的联接。这些事件等待表有几种变体，拥有关于服务器性能和行为的当 前和历史信息。最后，还有一组“设置表”，你可以用这些表来使预想的消费者生效或失效。

在MySQL 5.6.3开发里程碑的第6个发行中，Performance Schema中的表数从17增长 到了 49。这意味着MySQL 5.6中有许多的仪表！增加的仪表涵盖SQL语句、语句过程（基 本上与你在SHOW PROCESSLIST中看到的线程状态相同）、表、索引、主机、线程、用户、 账号，以及各种总述及历史表等。

你如何使用这些表？有49个表，得让某些人为此写些工具来帮助大家了。然而，对于 与Performance Schema表相对应的早期流行的非常不错的SQL例子，可以阅读Oracle 工程师 Mark Leith 的博客上的一些文章，例如 *<http://www.markleith.co.uk/?p=471> o*

皿总结

MySQL暴露服务器内部信息的首要方式是SHOW命令，但这在改变。在MySQL 5.1中 引入的可插拔的INFORMATION\_SCHEMA表允许InnoDB插件增加一些非常有意义的仪表， 而Percona Server增加的要多得多。然而，读取SHOW ENGINE INNODB STATUS输出并解 释的能力对管理InnoDB仍然是至关重要的。在MySQL 5.5和更新的服务器版本中，可 以使用Performance Schema,它将来可能变成深入服务器内部最强大和完备的方式。 Performance Schema最棒的一点在于它是基于时间的，这意味着MySQL最终可以获取 已经逝去时间里的仪表盘，而不仅仅是已操作的次数。

大文件传输

在管理MySQL、初始化服务器、克隆复制和进行备份/还原操作时，复制、压缩和解压 缩大文件（常常是跨网络的）是很常见的任务。能够最快最好完成这些任务的方法并不 总是显而易见的，并且方法好坏的差异可能非常显著。这个附录将通过几个例子演示使 用常见的UNIX实用工具，将一个大尺寸的备份镜像从一台服务器复制到其他服务器。

通常从未压缩的文件开始，例如一台服务器上的InnoDB表空间和日志文件。当然，在 把文件复制到目的地之后要再将它解压缩。另外一个常见的场景是以压缩文件开始，例 如备份镜像文件，以解压文件结束。

如果网络传输能力有限，那么用压缩格式在网络间发送文件是个好方法。你可能还需要 一个安全的传输途径，使数据不会被损坏；这对于备份镜像文件来说，是一个很常见的 需求。

复制文件

这个任务实际上就是完成以下事情。

1. （可选）压缩数据。
2. 发送到另外一台机器上。

3・把数据解压缩到最终目的地。.

4.在复制完成后，校验文件以确认其没有被损坏。

我们对能达成这些目标的一系列方法进行了基准测试。本附录的余下部分将展示我们是 怎么做的，以及我们找到的最快速的方法是什么。

对于在本书里讨论过的很多目的，例如备份，你可能要考虑在哪一台机器上做压缩会更 好一点。如果有足够的网络带宽，还是复制未压缩形式的备份镜像文件为好，这样可以 在MySQL服务器上节省出CPU资源供查询使用。

—个简单的示例

我们以「个简单的示例开始，安全地将一个未压缩的文件从一台机器发送到另外一台上, 途中将它进行压缩，然后再解压。在称为serverl的源服务器上，执行如下命令。

server1$ **gzip -c /backup/mydb/mytable.MYD > mytable.MYD.gz**

serverl$ **scp mytable.MYD.gz root@server2:/var/lib/myql/mydb/**

然后，在server2 ±执行如下命令。

server2$ **gunzip /var/lib/mysql/mydb/mytable.MYD.gz**

这大概是最简单的实现方法了，但效率并不高，因为涉及压缩、复制和解压缩等串行化 的步骤。每一个步骤都需要读/写磁盘，速度比较慢。上述命令的真正操作依次是这样 的：在serverl 既要读又要写，scp在serverl上读而在server?上写? *gunzip*

在server2上既要读又要写。

—步到位的方法

下面这个方法更有效率一些，它将压缩、复制文件和在传输的另一端解压缩文件全部放 在一个步骤里完成。这一次我们使用SSH, SCP就是基于这个安全协议的。下面是在 serve rl上执行'的命令。

serverl$ **gzip -c /backup/mydb/mytable.MYD | ssh root@server2 "gunzip -c - > /var/lib >/mysql/mydb/mytable.MYD"**

这个方法通常比第一个方法好，因为它极大地降低了磁盘I/O :磁盘活动被减少到只要 在server：［上读，在server2±写。这也使得磁盘操作更加有序。

也可以使用SSH内建的压缩来完成，但是我们展示的是用管道来做压缩和解压缩，这是 因为这样能给予你更大的灵活性。例如，假如你不想在另一端解压缩文件，就无法使用 SSH的压缩。

可以通过调整一些选项来提高这个方法的效率，例如给*gzip*增加选项*-1*,使其压缩得更 快。这个选项通常不会降低太多压缩率，但是能明显提高压缩速度，这才是重点。你也 可以使用不同的压缩算法。例如，如果想获得很高的压缩率，又不在乎会花费多少时间， 那么，就可以使用阮車2来代替*gzip。*如果想要非常快的压缩速度，可以使用基于LZO 的压缩程序。这样压缩后的数据会比其他方法的结果大20%左右，但是压缩的速度约快 5倍。

避免加密的系统开销

SSH不是跨网传输数据的最快方法，因为它增加了加解密的系统开销。如果不需要加密， 那就使用成化小把“裸”数据进行跨网复制。可以通过冲以非交互式操作方式调用这个 <7V] 工具，这正是我们想要的。

这里有一个例子。首先，在server?±监听12345端口（任何闲置的端口都可以）上的文件， 把任何发送到该端口的东西都解压缩到期望的数据文件里。

server2$ **nc -1 -p 12345 | gunzip -c - > /var/lib/mysql/mydb/mytable.MYD**

然后在serverl±,开启另一个*netcat*实例，发送数据到目的服务器监听的端口上。.q 选项告诉*netcat*当到达输入文件的末尾后就关闭连接。这会触发监听实例关闭接收的文 件并退出。

serverl$ **gzip -c - /var/lib/mysql/mydb/mytable.MYD | nc -q 1 serverZ 12345**

更容易的技术是使用如,，这样文件名称也会通过网络发送出去，从而消除了另一个错 误的来源，并会自动将文件写到正确的位置。z选项告诉使用gz0做压缩和解压缩。 下面是在server2上执行的命令。

server2$ **nc -1 -p 12345 | tar xvzf -**

以下是在serverl上执行的命令。

serverl$ **tar cvzf - /var/lib/mysql/mydb/mytable.MYD | nc -q 1 serverZ 12345**

你可以把这些命令集成到一个单独的脚本里，这样压缩和复制大量的文件到网络连接时 效率会比较高，然后在另一端解压缩。

其他选项

另外一个选择是攸非常简便，因为它易于在源和目标之间做镜像，并且还可 以断点续传。但是,当它的二进制差异算法无法被很好地发挥时，它不太会得到很好应用。 在知道文件中的大部分内容都不需要传输的场景下，例如，如果要续传一个中途退出的 冲复制的任务，就可以考虑用它。

在还没有处于危急关头时就应该针对文件传输做一些实验，因为发现哪一种方法最快可 能要做许多试验和遇到许多错误。哪一种方法最快取决于你的系统。其中最大的影响因 素是服务器上的磁盘驱动器、网卡和CPU的数量，以及它们之间相对的速度有多快。有 个不错的方法是监控*vmstat* -n 5,看磁盘或CPU是否就是速度的瓶颈。

如果有闲置的CPU,就可能通过运行并行复制操作来加快整个过程。相反，如果CPU 已经是瓶颈，而磁盘和网络的承载能力还比较充裕，那就可以不压缩。在导出和还原时, 出于速度的考虑，并行执行这些操作往往是个不错的主意。此外，监控服务器性能，看 看是否还有闲置的承载能力。过度的并行反而会降低处理速度。

皿文件复制的基准测试

为了便于比较，表C.1显示的是在局域网里通过一块标准的百兆以太网链路复制一个样 本文件能达到的最快速度。这个文件未压缩时的大小是738MB,使用gz0默认选项压 缩后是100MBo源和目的机器都有充足的可用内存、CPU资源和磁盘空间；网络是瓶 颈所在。

表C・1：跨网复制文件的基准测试

|  |  |
| --- | --- |
| 方法 | 时间**(s)** |
| *rsync,*不使用压缩 | **71** |
| *scp,*不使用压缩 | **68** |
| **DC,**不使用压缩 | **67** |
| *「sync,*使用压缩**(-z)** | **63** |
| *gzipt scp gunzip* | **60(44+10+6)** |
| *ssh,*使用压缩 | **44** |
| **nc,**使用压缩 | **42** |

注意通过网络发送文件时压缩有多大的帮助一一最慢的三个方法并没有压缩文件。尽管 这样，好处也不一。如果CPU和磁盘慢但有一个千兆以太网连接，那么读取和压缩文件 可能是瓶颈，不压缩反而更快。

顺便提一下，使用类似*gzip —fast*的快速压缩比默认压缩级别要快许多，因为后者要使 用许多的CPU时间来对文件多做一点压缩七我们的测试基于默认压缩级别。

传输文件的最后一步是验证复制过程没有损坏文件。可以使用许多方法，例如*md5sum,* 但再次对文件做完整扫描也相当昂贵。这也是压缩很有用的另外一个原因：压缩本身往 往包括至少一个循环冗余检测(CRC),而它应该能发现任何错误，因此不需要做错误 检测。

附录**D**五

**EXPLAIN**

这个附录显示了如何调用“EXPLAIN”来获取关于査询执行计划的信息，以及如何解释输 出。EXPLAIN命令是査看査询优化器如何决定执行査询的主要方法。这个功能有局限性， 并不总会说出真相，但它的输出是可以获取的最好信息，值得花时间了解，因为可以学 习到査询是如何执行的。学会解释EXPLAIN将帮助你了解MySQL优化器是如何工作的。

调用 EXPLAIN

要使用EXPLAIN,只需在査询中的SELECT关键字之前增加EXPLAIN这个词。MySQL会 在査询上设置一个标记。当执行査询时，这个标记会使其返回关于在执行计划中每一步 的信息，而不是执行它。它会返回一行或多行信息，显示出执行计划中的每一部分和执 行的次序。

下面是一个可能的最简单的EXPLAIN结果。

mysql> EXPLAIN SELECT 1\C

|  |  |
| --- | --- |
| \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* | |
| id: | 1 |
| select\_type: | SIMPLE |
| table: | NULL |
| type： | NULL |
| possible\_keys: | NULL |
| key: | NULL |
| key\_len: | NULL |
| ~ref: | NULL |
| rows: | NULL |
| Extra: | No tables used |

在査询中每个表在输出中只有一行。如果査询是两个表的联接，那么输出中将有两行。 别名表单算为一个表，因此，如果把一个表与自己联接，输出中也会有两行。“表”的意 义在这里相当广:可以是一个子査询，一个UNION结果，等等。稍后会看到为什么是这样。

EM> EXPLAIN有两个主要的变种。

* EXPLAIN EXTENDED看起来和正常的EXPLAIN的行为一样，但它会告诉服务器“逆向 编译”执行计划为一个SELECT语句。可以通过紧接其后运行SHOW WARNINGS看到 这个生成的语句。这个语句直接来自执行计划，而不是原SQL语句，到这点上已经 变成一个数据结构。在大部分场景下它都与原语句不相同。你可以检测査询优化器 到底是如何转化语句的。EXPLAIN EXTENDED在MySQL 5.0和更新版本中可用，在 MySQL 5.1 （稍后会做更多讨论）额外增加了一个filtered列。
* EXPLAIN PARTITIONS会显示査询将访问的分区，如果査询是基于分区表的话。它只 在MySQL 5.1和更新版本中存在。

认为增加EXPLAIN时MySQL不会执行査询，这是一个常见的错误。事实上，如果查询 在FROM子句中包括子査询，那么MySQL实际上会执行子査询，将其结果放在一个临时 表中，然后完成外层査询优化。它必须在可以完成外层査询优化之前处理所有类似的子 査询，这对于EXPLAIN来说是必须要做的注I这意味着如果语句包含开销较大的子査询 或使用临时表算法的视图，实际上会给服务器带来大量工作。

要意识到EXPLAIN只是个近似结果，别无其他。有时候它是一个很好的近似，但在其他 时候，可能与真相相差甚远。以下是一些相关的限制。

* EXPLAIN根本不会告诉你触发器、存储过程或UDF会如何影响査询。

•它并不支持存储过程，尽管可以手动抽取査询并单独地对其进行EXPLAIN操作。

* 它并不会告诉你MySQL在査询执行中所做的特定优化。
* 它并不会显示关于査询的执行计划的所有信息（MySQL开发者会尽可能增加更多信 息）。
* 它并不区分具有相同名字的事物。例如，它对内存排序和临时文件都使用“filesort”, 并且对于磁盘上和内存中的临时表都显示“Using temporary”。

国〉• 可能会误导。例如，它会对一个有着很小LIMIT的査询显示全索引扫描。（MySQL 5.1 的EXPLAIN关于检査的行数会显示更精确的信息，但早期版本并不考虑LIMITO）

重写非SELECT查询

MySQL EXPLAIN只能解释SELECT査询，并不会对存储程序调用和INSERT. UPDATE. DELETE或其他语句做解释。然而，你可以重写某些非SELECT査询以利用EXPLAINO为了 达到这个目的，只需要将该语句转化成一个等价的访问所有相同列的SELECTO任何提及 的列都必须在SELECT列表，关联子句，或者WHERE子句中。

注**1** ： 这个限制在**MySQL 5.6**中将被取消。

例如，假如你想重写下面的UPDATE语句以使其可以利用EXPLAINo

**UPDATE sakila.actor**

**INNER JOIN sakila.film\_actor USING (actor\_id)**

**SET actor.last\_update=film\_actor.last\_update;**

下面的EXPLAIN语句并不等价于上面的UPDATE,因为它并不要求服务器从任何一个表上 获取 last update 列。

**mysql> EXPLAIN SELECT film\_actor.actor\_id**

**-> FROM sakila.actor**

**-> INNER JOIN sakila.film\_actor USING (actor\_id)\G**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

|  |  |
| --- | --- |
| **id:** | **1** |
| **select type: table: type: possible\_keys: key: key\_len: ref: rows:** | **SIMPLE actor index PRIMARY PRIMARY 2 NULL 200** |

Extra: Using index

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2, row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

|  |  |
| --- | --- |
| **id:** | **1** |
| **select type: table: type: possible\_keys: key: key len: ~ref: rows: Extra:** | **SIMPLE film actor ref ~ PRIMARY PRIMARY 2 sakila.actor.actor id 13 ~**  **Using index** |

这个差别非常重要。例如，输出结果显示MySQL将使用覆盖索引，但是，当检索并更

新last\_updated列时，就无法使用覆盖索引了。下面这种改写法就更接近原来的语句：

**mysql> EXPLAIN SELECT film\_actor.last\_update, actor.last\_update < 722 |**

**-> FROM sakila.actor -> INNER JOIN sakila.film\_actor USING (actor\_id)\G**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 1. J.QW \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

**id: 1**

**select\_type: SIMPLE**

**table: actor**

**type: ALL**

**possible\_keys: PRIMARY**

**~ key: NULL**

**key\_len: NULL**

**"ref: NULL**

**rows: 200**

**Extra:**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2, row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

**id: 1**

select\_type： SIMPLE

table: film\_actor

type: ref

possible\_keys: PRIMARY

~ key: PRIMARY

key\_len: 2

ref: sakila.actor.actor\_id

rows: 13

Extra:

像这样重写查询并不非常科学，但对帮助理解査询是怎么做的经常已足够好了。注2

显示计划时，对于写査询并没有“等价”的读査询，理解这一点非常重要。一个SELECT

查询只需要找到数据的一份副本并返回。而任何修改数据的査询必须在所有索引上査找

并修改其所有副本。这常常比看起来等价的SELECT査询的消耗要高得多。

EXPLAIN中的列

EXPLAIN的输出总是有相同的列（只有EXPLAIN EXTENDED在MySQL 5.1中增加了一个

filtered列，EXPLAIN PARTITIONS增加了一个Partitions列）。可变的是行数及内容。然而，

为了保持我们的例子简洁明了，我们在本附录中不总是显示所有的列。

在接下来的小节中，我们将展示在EXPLAIN结果中每一列的意义。记住，输出中的行以

MySQL实际执行的查询部分的顺序出现，而这个顺序不总是与其在原始SQL中的相一致。

LM> id 列

这一列总是包含一个编号，标识SELECT所属的行。如果在语句当中没有子查询或联

合，那么只会有唯一的SELECT,于是每一行在这个列中都将显示一个1。否则，内层的

SELECT语句一般会顺序编号，对应于其在原始语句中的位置。

MySQL将SELECT査询分为简单和复杂类型，复杂类型可分成三大类：简单子査询、所 谓的派生表（在FROM子句中的子査询）注3,以及UNION査询。下面是一个简单的子查询。

mysql> **EXPLAIN SELECT （SELECT 1 FROM sakila.actor LIMIT 1） FROM sakila.film;**

+ + + +...

| id I select^type | table |...

+ + + +・..

| 1 | PRIMARY | film |...

I 2 I SUBQUERY | actor |...

注**2： MySQL5.6**将允许解释非**SELECT**查询。万岁！

注**3： FROM**子句中的子查询是派生表”这一表述是对的，但“派生表是**FROM**子句中的子查询”则不对, 术语“派生表”在**SQL**中含义很宽泛。

FROM子句中的子查询和联合给id列增加了更多复杂性。下面是一个FROM子句中的基本 子査询。

mysql> **EXPLAIN SELECT film\_id FROM （SELECT film\_id FROM sakila.film） AS der;**

+ + + +..・

I id I select\_type | table |...

+ + + +...

I 1 I PRIMARY I <derived2> |...

I 2 I DERIVED I film |...

+----+ + +・..

如你所知，这个查询执行时有一个匿名临时表。MySQL内部通过别名（der）在外层査 询中引用这个临时表，在更复杂的査询中可以看到ref列。

最后，下面是一个UNION査询。

mysql> **EXPLAIN SELECT 1 UNION ALL SELECT 1;**

+ + + +

I id I select\_type | table |

+ +--- ----+ +

I 1 I PRIMARY I NULL |

I 2 I UNION I NULL |

I NULL I UNION RESULT | <unionl,2> |

+ + + +

注意UNION结果输出中的额外行。UNION结果总是放在一个匿名临时表中，之后MySQL 将结果读取到临时表外。临时表并不在原SQL中出现，因此它的id列是NULLO与之前《四 的例子相比（演示子査询的那个FROM子句中），从这个査询产生的临时表在结果中出现 在最后一\*行，而不是第一行。

到目前为止这些都非常直截了当，但这三类语句的混合则会使输出变得非常复杂，我们 稍后就会看到。

select\_type 歹ij

这一列显示了对应行是简单还是复杂SELECT （如果是后者，那么是三种复杂类型中的哪 一种）。SIMPLE值意味着査询不包括子査询和UNI0No如果査询有任何复杂的子部分，则 最外层部分标记为PRIMARY,其他部分标记如下。

SUBQUERY

包含在SELECT列表中的子査询中的SELECT （换句话说，不在FROM子句中）标记为

SUBQUERYO

DERIVED

DERIVED值用来表示包含在FROM子句的子査询中的SELECT, MySQL会递归执行并 将结果放到一个临时表中。服务器内部称其“派生表”，因为该临时表是从子查询中 派生来的。 \*

UNION

在UNION中的第二个和随后的SELECT被标记为UNI0No第一个SELECT被标记就好 像它以部分外査询来执行。这就是之前的例子中在UNION中的第一个SELECT显示为 PRIMARY的原因。如果UNION被FROM子句中的子査询包含，那么它的第一个SELECT 会被标记为DERIVEDO

UNION RESULT

用来从UNION的匿名临时表检索结果的SELECT被标记为UNION RESULTO

除了这些值，SUBQUERY 和 UNION 还可以被标记为 DEPENDENT和 UNCACHEABLE。DEPENDENT 意味着SELECT依赖于外层査询中发现的数据；UNCACHEABLE意味着SELECT中的某些特 性阻止结果被缓存于一个Item\_cache中。(Item cache未被文档记载；它与查询缓存不 是一回事，尽管它可以被一些相同类型的构件否定，例如RAND()函数。)

table 列

这一列显示了对应行正在访问哪个表。在通常情况下，它相当明了：它就是那个表，或 是该表的别名(如果SQL中定义了别名)。

歴〉可以在这一列中从上往下观察MySQL的关联优化器为査询选择的关联顺序。例如，可 以看到在下面的査询中MySQL选择的关联顺序不同于语句中所指定的顺序。

mysql> **EXPLAIN SELECT film.film id**

**-> FROM sakila.film ~**

**-> INNER JOIN sakila.film\_actor USING(film\_id)**

**-> INNER JOIN sakila.actor USING(actor\_id);**

+----+ +-- +...

I id I select\_type | table |...

+----+ + +...

I 1 I SIMPLE I actor |...

I 1 I SIMPLE I film\_\_actor |...

I 1 I SIMPLE I film-- |...

+----+ + +...

想起我们在第6章中展示的左侧深度优先(left-deep)树了吗？ MySQL的査询执行计划 总是左侧深度优先树。如果把这个计划放倒，就能按顺序读出叶子节点，它们直接对应 于EXPLAIN中的行。之前的査询计划看起来如图D.1所示。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAuIAAADWAQAAAAC87NoAAAAACXBIWXMAABcSAAAXEgFnn9JSAAASG0lEQVR4nO2cf2zc1n3AeZIQKT+ak+MOkRBntCsl7lAMlaMNlWYh1OzAntcW1+6fYhhWuxEQL1sRO9WayLAdniKjilulF9dYbW1yWKzZ+s8Aw+vQrHAznqPUbjFPXLdhxdIkPO9ksc1sH+WzdaT5+N7eL5KPdzydfJYHDNBDLJGPj5/35fe97/d935dUJHQ3i3R36VkpKqnW7OyE1HnS+Gr6sMEblJDJj7wm6E2UYfZzcGrhL87rXyz5VAI16r4U0ZWkPkvIv/Zi16ujXXObOrI9r21rSoBeqQ59paWim3vPXNw7cH5bZ/5LUlt1H8qd0RuUNfoafY1+N+gOs967Rd+2qWPjXaMzB6r9v6SX7yqdya5XNzlYU3MHdC3eINvxuelVobtJ9PGOi8+vCj1Rdr2pWCCBXkYWHlhNraa7q0L3kIXFPBFvsGp0Fy2oJdR9l+gemn8ojR6tpZ9bHfrCQ5nqUcWnbkFdFfqNb2Wq9Y4vu3Z6FegusmvoluwhF4yvAt2j9PVVDS7hXvMKaqrE6YV/24n+qqpBwXSR074a9HdqRtWVrQyekZK6CvS5R/ZV2aonz6cxPb8adB1bU5Vm5IKM6U2qptaLxem+sqhgOmxue1VL5zPSkai4rsY8QUFeHfo32UleStHfcoHIjkBTqqknO1Z0gV6Ri2nqxZqaNbX04/Qn1gSzf/lCjtKbmjW1McEj9Gce/yPKcLVSidKbUk29lY+wZtnpaebfm1GNSLdpHCmTQ0C0UqANCmmHXm1m1tRGqdSLAVLrYGlLIR223hkdVRZf3bGZHtm0CyztTdnIObQJbEI18fj9Rx+FA2fIwSV6iuk+/sfofIbeAd3Z//zrNLdRpKc54iOxn9HoWROqidMLY+mXKH0S8Z++cinnXmBXswq6zRKnS0CCvyAHbCGdJXQr51q8b/lO6akKsSkoB3RPKeZcZmY1qgE8k9HS98D5wQ8qaiN6igMAq7RlPKpY7yDoPA4A1QmTeKlPVwM6UmzV5afVqvHJ84QnpnLq2rqOYamDw1M19HHYXkX35aLmQt4mYdbA2JlWdTVOb+XxBrNOlMV0hax8gcy1s6Y+HdbQ+9GZKjpbV3P8ui0LjeOaaUyHKo93edSbT6ObGsLxDLaBAhmnuGpukw5oB7gssvNCGvka6atMVkIyC7Jq83QiMj3lExyvTr5CqvEFg7Z35AS6EdZovDaRXg7ovDgB3aEIMu1TMbpRJgxLpFecenQrJghugPUuEzqekkx29B2huUC3WBcaVmJgeqCabtTSXSo7CulVoXwSXa0juxZ7TEScGdMMPuB0UTU+kicg0izLmJ1As+aVCqUH40zmR4wuo3BAWTED+oVA7ygvC9dzrQBNTFjnzqVQ9oM9e5CW7+t7ki82NXTyTLENnokqGq2yQroTqQbrvR/LPmhNa1gzU888p2u2t3+DpyXS6Vx3UKyQlc8lTxRoRngdgOmjEOVS1iuYXnnn/O8pWDP9PxpldLCzKiaglWocj40IG6jjh/TIoHw0h+mTKSulYPr8+WFVc0H/69xdwN1J0ZKgKdIG07HfBKMhXVANlb2sWxqmW/NzeN/izmP67kR6MYHuMUlhX4brHbtpgd6D6YqlEb0XKN3q/3WetICZOJ0tzjkkFr/7t3SqD8ML6OEa4jO6bGk5C5UXL+7E9IX+IT4vmN71SBL6M3ppQctvv1pi9EWDz+TQoHzY3or1Pps6d+4SWnTPFZDm7O/bP8B6B1WaYbUxcyJFZXRbCuwkmDWhFyuW8Za5PGsjDYwdcIYYEXw6RufrW8ycwiJlnOGALhpU5IGLpSoPrCbRk/MlUjSqsVkT0LPqhUS6HpzymQ5QUsln7HQoZ5b9ElePLKqmV+ndifqsLYWM3R7Sedqgwdr0hRidL3dQQQnFSZctGJ1EEtanx2UPJoucREcZe2dEykaMWCNdpMetyaj6HSvQcNKRC2KzpoFm4vTASC8k0UEGytGIsA0geZbCaPe1ErNAH3mnhDveU2P0oOMac6LFcH8sjAh1lA6GOr+GKqMEvRNVkHFCNYsA6uglD8z8UqDneWAJaYRZmwcDaecjPO6mzRUme+UfSxXqXCukhw+0wwh9H1oeqsB9hRcj+im4MDBGkhnbtm86dlIQf270j8lz2xnnsyDSGc2oEM3U17u4epj4n07oqh9XTpbFygU8RrAoVKu3M6qETpwAay3QdeYbssSaBDoOAhvQyQwL6LTeDyw1ie60Q8F0QCtQG8g+sgK6HNCRBcU1N3uI3rgMPUl2VEVXON1w2oG4KhY2yA3ou+N6V5fTu0F8pHA3kNJMM7OT2A6Ljelc9koVXSP0HhotiU4i3+7j1njlmxg4ZsyG9CDArtKMYrDdgbM5RtcKrR6JOMiMpE7iqxpbCwuY7uA6bbZ73ODdmoLTrKLzvYdL6GpIVwopLDtYovQyS+LQq3bKRzauU43uU4bJRVkEY5BHemTPG9G3YkNScetFq2pUj7pE9XTlc+kqsERvsSUf3cDtZaNrJqTbY/vBmJyg986f0LQmst9IoYUQXlEK61wSSFG9A+ZQ6C0FTAe4fc6Qpo1/5nS4xS7zmEDUjIk2/lSho7rYK6HLguxXvk92TZBGeviOiN7qUvqs0TsejirsccobkvTeu4vS1Zu9JwW6L39I9JFDVO+YG9LJ9CD0Yql30vgFqzHhZr88k0R/fJdCR7XcO4MWhFG9imXEFsvoOUrnVwGl3zCGtFDv1wX6+io618wMmmcNXJr9+XywKwNkVRToTHaf0PmM1GZ73FAzsVHdHNKngjlj4w6UX+IZCVSmd3yhLNJtBaLj40PauUDv1z/hlIeS6I8dZZohsl9m99tkz1cyPWI1TDNlavOKSJ8gdP5GSisMDPUNsJvFeEaDG3/FRrXyONEM9Tc2XjeUD2UXT/JbjO5Seih7jRdbAoeG+GW4T6T3cXr5jffxqNo8g1OiGZQi8lieAIj05Ve+Gi+G/Tfz7/OcLqlXFZQjGRQ3nyJ0qDZPx1sv7oGVgO4qHqbju/ZIraRl13dFvS9L31tP9gWdVtrtyFPysodx8DmXNsnGRnXZdfVCfG3Sw/wMn+8061ZQSNbtxrbnZVKV3wuWG1WR/oVGdBW5Cl49cL13dJxGM4URMNWc3imdnnEfuUiynYW0S2Jv9yKlZ0eApCorou+sHlWtJibwyIwsonBFy/bAkE6qbjWQXafH75N0tW9iuokjw8i/+0pedYXFpNCO/ZlAbyQ7o7/cd19LXyeuG+6U2n6jzQzauIqKPGGDbD8MWuvTTeFY9MDXeeoWZsnvewTZFfxQ0T3gYTAeH1VxB6rBITukHxTi9/xA+rVnSaXU0ilFaccSlt1RBUCPs8jo/G0I9mJdE0bgxcAQbUyeKL73KE6epo+sQ3HP6stKPGVTDDRjKyzieGSyK4pnAIAhXfBiyBv/3e89Ro6dr+/d26UHMI/ILsDhhH+/zuhpFnHI1n1hTGD6bNKRgDO213ZS+f5pOnzeD+97IJId091L0lRL30dbPv/7j2/Jtmyauad/EFo6iWduYN3LpQ4h4hjw92P1dG3YYMBRkd7Kc0LW6FvvWnF6Pjl9f4iurBNG23SoGXsA7JdRV9eGB9Jx2dv3893SbnGW3SRzppBMV4OI41g4qi6AX8mgaXBgTgGZGF1MZIZ6d+VCLC8BWq+aXO8ptmovGr0nQs3gUX1htz8N3TlVtFUE23keMV7+S8nnxO9nCj3hnGln0dJiqTeMOEyX0J1u4M4hKOz5yJYx6XsKX5mXRXp+M6arlC4zui3EM5iOlszyNKWL1uTkEullTBc1kx3FxklvcTDbVnHEMSFEHC4AXzHLgzNjc2osg+ImJwhcvDaJ9ML2K4KfcTB9QqT7YOAFw+6SBzqUGL1cJ2elXFFEaypsB61eJBDZHRChuPI03KWKfKgoAzye0dkFK0zQVMl+SxVlzxfB/SvzkUDYURK1JGXE2BuhqNCYQK1H14Rj+EmBriVnxK4q5xj97XWfeQr/Ovw9FEu3JuSWCmx2xGxVSc6ILZJ3lOQgT40TqgK9zsqXkGWmZAXVlEWFD9kc1YKDJuL0ZTQjWBPdpGuopvhK5TSlGzxKxRFWfb2bIl2ICXxOqKX/D/vSgtGLlRHURBxJCQk5K5/EM5wOSM5MoMMV0+lGP8GcXIV/x8HoOdSDVjojBToVO8GcSDwgaEaBxOaVenQTPVkJ6cKo0jUvYcITa4pGFe/ONkeyM09gfVc3gxEz4VDoNkTZ6TNVv1FBxJoupSM6bvApFBtVvPKND44beVajgUNRFkKgy7Siln4zsCaqd6yLmyjUDKQRh2LgiCPYUbpRdkuIZzhXr6G7dHcQ0Ms0xxeYN4s4FAPHBAHdjyQU9h68R62WLs8rHpcEkpn1r0EGhdDJ3lCzohyH6YyB/cGTRZrhY2HW0H1lSY/mDN5X+cE6WOZ77VxJiDicQ2CPzOlqSOe31JoT3snTzFXFQEVIZtabA8FGPO3X5jgw/bpZIzu/o4Kqy03u36FhpwDeFvivTz3D6RIIIo5Jg8fgZF19wahHrzXWckDP2BIkD6tfGwnohyndFXMcPo44OB1E1sRrql5QImqrOUZHV8hs8ytoK7uSDegXBDqW/c8DzUQzUuH91dDJ21syKJ7htL3k0qd8nV2RUiwmKM8OaT/9RkR/OqAr1fRacyorzOI98q6MKo5vzySpHVL65IQuRhxjL5gRi9FDX6RU0z1Ohxl4Vci/o4LUyXOpRiUaLw05wXQPdgdwdPCVkS055D64d+uGhdGTsfcegezQcCSiyaBk24HSYK/N6W1nunZ8rJ1szFqkN4al+8X2gd4BmTNyBE+hhhlytvLBL5ITC11XUEl/C6ADMTr/zqacQR9Go/ITKY3134DOotRge13RWXUsaHIlKUu+qYEZkIkcNHs+Mn8bvisL6QFQbA8GPZO2Nex0SMqzTxZW9GZiWdmvwnd307YGMgK6zZ2kj6pLjL67MR1s/jN2kEEXwre3fLPcQO9KY82gh/+adrqUcQJ6IXjzDCRpS9eOke6vjf5wbvRRQz1lPKxHb8XJplugl5NkD4qfsduZZmzpUwF9Y2e2g/zpHlmvOoar/95uX1z2M4l01icwAno++grl1vDTKUIfxqysdKSTY0mXH2+VjDj9O6X6sgO6elC9qFGtqnp4o19+BJ0Cn/75J35++rEHTxzc8Nybf/L3x76evTcXp8+n69Mhf/MMJPHrV2v0VOU39+mmX6qoaOspZDx5FumlWwi+6ZXIOFJ66VdIx3TrNEJP5mAy3WD0fOyT6cuP5p96Yvi1tn+59gP1H7Kf+/LbA0ff+8E/PVH+ywdLz/xY5fTiyUnyFcnffHkvmtmxJfmVP3vjb8c+XkPmXMn9I5LZQLpWufaM8uph4+8WXjwOf3Ztckt3oPdyV4s8j/W+pxV1HOmsp3dMd+JwUnRhNe5/yzf5WyuzYgT064MPKZZaufxsDzr6zjGWNK3WTJrck00lXBJ7YtOKGYbH6f99YL1KNPPZTejeixOumkQn0VKC6MsXSn/7wB+oWDNv7OqH975z3E36qx1CB/GPAFdK/zamW5QOdv3HcTdJQKp3W22G/q3ulyn92R64a/54omb4O5tm6Oe6XlaLaOlvU5tgx5H1ifRbzdNLp0nauqLjuTRWMl0loR1snk4OFqiP/HeI1LqaSf72ZUX0oopXD0DWhWS6cUd0S09cm8LymZF1U83T56OVT01qSBaHVaErSQ23TU0k9roy+kK0riZRXGPgREL1bdB1Dtqd0A5ClFS9Ajq+zYMWWpKxk8M9uHpSw94dn2yOTpfae4KXb1JKTWrod5tN0XFY2NI9cw9a6twy3NbS2bY+ke6dTfyeaQX08NM/8iFPBZ6+fcxy9Mv93ReXiHynd6X/c/v6RvfcJh0Xley1PAStn31jVlldummgs++z84r/teRvrpqnh85VRUm5gjumRwW+2Pwfwzamr2pZo6/R1+hr9DX6Gn2Nvkb/v6D3fqzryNPdcyODFzd3X9w7OGVtmbLWzVW2vmdt/YBsRw7eEX1j8icgt10e+FLnVM+6b5LcJP5P53Sf5QRzau4jB69cO/GH7z+99WxuZq64fvr8n/5O77tHtm1PdX78qY1PtJBtCfnz0Y5G/URFWYX/r5uH9qGFkbM59fTlM68cGe7oSL2SbSM6GVb+F9fbCV+vv56JAAAAAElFTkSuQmCC)派生表和联合

图**D-1 ：**查询执行计划与**EXPLAIN**中的行相对应的方式

当FROM子句中有子査询或有UNION时，table列会变得复杂得多。在这些场景下，确实 没有一个“表”可以参考到，因为MySQL创建的匿名临时表仅在査询执行过程中存在。

当在FROM子句中有子査询时，table列是＜derived/V＞的形式，其中A/是子査询的id。 这总是“向前引用”一一换言之，/V指向EXPLAIN输出中后面的一行。

当有UNION时，UNION RESULT的table列包含一个参与UNION的id列表。这总是“向 后引用”，因为UNION RESULT出现在UNION中所有参与行之后。如果在列表中有超过20 个id, table列可能被截断以防止太长，此时不可能看到所有的值。幸运的是，仍然可 以推测包括哪些行，因为你可以看到第一行的id。在这一行和UNION RESULT之间出现 的一切都会以某种方式被包含。

一个复杂SELECT类型的例子

下面是一个无意义的査询，我们这里把它用作某种复杂SELECT类型的紧凑示例。

EXPLAIN

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

SELECT actor\_id,

(SELECT 「FROM sakila.film\_actor WHERE film\_actor.actor\_id = der\_l.actor\_id LIMIT 1)

FROM ( ~ ~

SELECT actor\_id

FROM sakila.actor LIMIT 5

)AS der\_l

UNION ALL

SELECT film\_id,

(SELECT @varl FROM sakila.rental LIMIT 1)

FROM (

SELECT film\_id,

(SELECT 1 FROM sakila.store LIMIT 1)

FROM sakila.film LIMIT 5

)AS der\_2;

LIMIT子句只是为了方便起见，以防你打算不以EXPLAIN方式执行来看结果。下面是 EXPLAIN的结果。

|  |  |  |  |
| --- | --- | --- | --- |
| + | --+ |  | |
| 1 id | I select\_type | | table |. |  |
| **\_t** |  |  |  |
| **T~ ~ "** |  |  |  |
| 1 1 | | PRIMARY | | <derived3> |. |  |
| 1 3 | | DERIVED | | actor 1. |  |
| 1 2 | | DEPENDENT SUBQUERY | | film\_actor |. |  |
| 1 4 | | UNION | | <derived6> |. |  |
| 1 6 | 1 DERIVED | 1 film |. |  |
| 1 7 | 1 SUBQUERY | 1 store |. |  |
| 1 5 | UNCACHEABLE SUBQUERY | | rental |. |  |
| | NULL | UNION RESULT | | | <unionl,4> |. |  |
| + |  | -+ +. |  |

我们特意让每个査询部分访问不同的表，以便可以弄清问题所在，但仍然难以解决！从 最上面开始看。

* 第1行向前引用了 der\_l,这个查询被标记为<derived3>o在原SQL中是第2行。 想了解输出中哪些行引用了 <derived3>中的SELECT语句，往下看……
* ……第2行，它的id是3。因为它是査询中第3个SELECT的一部分，归为DERIVED 类型是因为它嵌套在FROM子句中的子査询内部。在原SQL中为第6 ~ 7行。

[727> • 第3行的id为2。在原SQL中为第3行。注意，它在具有更高id的行后面，暗示 后面再执行，这是合理的。它被归为DEPENDENT SUBQUERY,意味着其结果依赖于外 层查询（亦即某个相关子査询）。本例中的外査询是从第2行开始，从dejl中检索 数据的SELECTO

* 第4行被归为UNION,意味着它是UNION中的第2个或之后的SELECTO它的表为 <derived6>,意味着是从子句FROM的子査询中检索数据并附加到UNION的临时表。 像之前一样，要找到显示这个子查询的查询计划的EXPLAIN行，必须往下看。
* 第5行是在原SQL中第13、14和15行定义的der\_2子査询，EXPLAIN称其为 <derived6>o
* 第6行是<derived6>的SELECT列表中的一个普通子査询，它的id为7,这非常重 要……
* 因为它比5大，而5是第7行的id。为什么重要？因为它显示了 <derived6> 子查询的边界。当EXPLAIN输出SELECT类型为DERIVED的一行时，表示一个“嵌套 范围”开始。如果后续行的id更小（本例中，5小于6）,意味着嵌套范围已经被关 闭。这就让我们知道第7行是从<derived6>中检索数据的SELECT列表中的部分—— 例如，第4行的SELECT列表的一部分（原SQL中第11行）。这个例子相当容易理解， 不需要知道嵌套范围的意义和规则，当然有时候并不是这么容易。关于输出中的这 一行另外一个要注意的是，因为有用户变量，它被列为UNCACHEABLE SUBQUERYO

• 最后一行是UNION RESULTO它代表从UNION的临时表中读取行的阶段。你可以从这 行开始反过来向后，如果你愿意的话。它会返回id是1和4的行结果，它们分别引 用了 <derived3> 和 vderlved6>。

如你所见，这些复杂的SELECT类型的组合会使EXPLAIN的输出相当难懂。理解规则会使 其简单些，但仍然需要多实践。

阅读EXPLAIN的输出经常需要在列表中跳来跳去。例如，再査看第一行输出。仅仅盯着看， 是无法知道它是UNION的一部分的。只有看到最后一行你才会明白过来。

type 列

MySQL用户手册上说这一列显示了 “关联类型”，但我们认为更准确的说法是访问类 型一一换言之就是MySQL决定如何査找表中的行。下面是最重要的访问方法，依次从 最差到最优。

ALL <J2L]

这就是人们所称的全表扫描，通常意味着MySQL必须扫描整张表，从头到尾，去 找到需要的行。（这里也有个例外，例如在査询里使用了 LIMIT,或者在Extra列中 显示 Using distinct/not exists” o）

index

这个跟全表扫描一样，只是MySQL扫描表时按索引次序进行而不是行。它的主要 优点是避免了排序；最大的缺点是要承担按索引次序读取整个表的开销。这通常意 味着若是按随机次序访问行，开销将会非常大。

如果在Extra列中看到"Using index”，说明MySQL正在使用覆盖索引，它只扫描 索引的数据,而不是按索引次序的每一行。它比按索引次序全表扫描的开销要少很多。

range

范围扫描就是一个有限制的索引扫描，它开始于索引里的某一点，返回匹配这个值 域的行。这比全索引扫描好一些，因为它用不着遍历全部索引。显而易见的范围扫 描是带有BETOEEN或在WHERE子句里带有 > 的査询。

当MySQL使用索引去査找一系列值时，例如IN（）和OR列表，也会显示为范围扫描。 然而，这两者其实是相当不同的访问类型，在性能上有重要的差异。更多信息可以 査看第5章的文章“什么是范围条件”。

此类扫描的开销跟索引类型相当。

ref

这是一种索引访问（有时也叫做索引査找），它返回所有匹配某个单个值的行。然 而，它可能会找到多个符合条件的行，因此，它是査找和扫描的混合体。此类索引 访问只有当使用非唯一性索引或者唯一性索引的非唯一性前缀时才会发生。把它叫 做「ef是因为索引要跟某个参考值相比较。这个参考值或者是一个常数，或者是来 自多表査询前一个表里的结果值。

ref\_or\_null是ref之上的一个变体，它意味着MySQL必须在初次査找的结果里进 行第二次査找以找出NULL条目。

eqref

使用这种索引査找，MySQL知道最多只返回一条符合条件的记录。这种访问方法可 以在MySQL使用主键或者唯一性索引查找时看到，它会将它们与某个参考值做比 较。MySQL对于这类访问类型的优化做得非常好，因为它知道无须估计匹配行的范 围或在找到匹配行后再继续査找。

const, system

当MySQL能对査询的某部分进行优化并将其转换成一个常量时，它就会使用这些 区〉 访问类型。举例来说，如果你通过将某一行的主键放入WHERE子句里的方式来选取

此行的主键，MySQL就能把这个査询转换为一个常量。然后就可以高效地将表从联 接执行中移除。

NULL

这种访问方式意味着MySQL能在优化阶段分解査询语句，在执行阶段甚至用不着 再访问表或者索引。例如，从一个索引列里选取最小值可以通过单独査找索引来完成, 不需要在执行时访问表。

possible\_keys 歹ij

这一列显示了査询可以使用哪些索引，这是基于査询访问的列和使用的比较操作符来判 断的。这个列表是在优化过程的早期创建的，因此有些罗列出来的索引可能对于后续优 化过程是没用的。

key列

这一列显示了 MySQL决定釆用哪个索引来优化对该表的访问。如果该索引没有出现在 possible\_keys列中，那么MySQL选用它是出于另外的原因 例如，它可能选择了 一个覆盖索引，哪怕没有WHERE子句。

换句话说，possible,keys揭示了哪一个索引能有助于高效地行査找，而key显示的是 优化采用哪一个索引可以最小化査询成本（更多详情请参阅第6章中关于优化的成本度 量值）。下面就是一个例子。

**mysql> EXPLAIN SELECT actor\_id, film\_id FROM sakila.film\_actor\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*—]. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

id: 1

select\_type： SIMPLE

table: film\_actor

type: index possible\_keys: NULL key: idx\_fk\_film\_id key\_len: 2

~ref: NULL

rows: 5143

Extra: Using index

keyjen 列

该列显示了 MySQL在索引里使用的字节数。如果MySQL正在使用的只是索引里的某

些列，那么就可以用这个值来算出具体是哪些列。要记住，MySQL 5.5及之前版本只能

使用索引的最左前缀。举例来说，sakila.film\_actor的主键是两个SMALLINT列，并且

每个SMALLINT列是两字节，那么索引中的每项是4字节。以下就是一个査询的示例：

mysql> **EXPLAIN SELECT actor\_id, film\_id FROM sakila.film\_actor WHERE actor\_id=4；** <730 |

..・+ + + --+ +・・・

...| type | possible\_keys | key | key\_len |...

...+ H + + + ... '

...| ref | PRIMARY | PRIMARY | 2 |...

...+ + + + +...

基于结果中的key\_len列，可以推断出査询使用唯一的首列一一actor\_id列，来执行索

引査找。当我们计算列的使用情况时，务必把字符列中的字符集也考虑进去。

mysql> **CREATE TABLE t (**

**-> a char(3) NOT NULL,**

**-> b int(ll) NOT NULL,**

**-> c char(l) NOT NULL,**

**-> PRIMARY KEY (a,b,c)**

**-> )ENGINE=MyISAM DEFAULT CHARSET=utf8 ;**

**mysql> INSERT INTO t(a, b, c)**

**-> SELECT DISTINCT LEFT(TABLE\_SCHEMA, 3), ORD(TABLE\_NAME),**

**-> LEFT(COLUMN NAME, 1) ~**

**-> FROM INFORMATION SCHEMA.COLUMNS:**

**mysql> EXPLAIN SELECT a FROM t WHERE a='sak' AND b = 112;**

..・+ + + + +...

...I type I possible\_keys | key | key\_len |...

•..+ + + + +..・

...| ref | PRIMARY | PRIMARY | 13 |...

« • • 1 1 1 . • .

这个査询中平均长度为13字节，即为a列和b列的总长度。a列是3个字符，utf8下每 一个最多为3字节，而b列是一个4字节整型。.

MySQL并不总显示一个索引真正使用了多少。例如，如果对一个前缀模式匹配执行 LIKE査询，它会显示列的完全宽度正在被使用。

key\_len列显示了在索引字段中可能的最大长度，而不是表中数据使用的实际字节数。 在前面例子中MySQL总是显示13字节，即使a列恰巧只包含一个字符长度。换言之, key.len通过查找表的定义而被计算出，而不是表中的数据。

ref列

这一列显示了之前的表在key列记录的索引中査找值所用的列或常量。下面是一个展示 关联条件和别名组合的例子。注意，「ef列反映了在査询文本中film表是如何以f为别 名的。

mysql> **EXPLAIN**
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**-> SELECT STRAIGHT^JOIN f.-film\_id**

**-> FROM sakila.filin AS f ~**

**-> INNER JOIN sakila.film\_actor AS fa**

**-> ON f.film\_id=fa.film id AND fa.actor\_id = 1**

**-> INNER JOIN sakila.actor^AS a USING(actor\_id);**

| 1 key | | key\_len | ref | | |
| --- | --- | --- |
| | PRIMARY | i 2 | | const | |
| | idx\_fk\_language\_id | 1 | | | NULL | |
| I PRIMARY | 1 4 | 1 const,sakila.f.film\_id | |
| + | + | •—+ + |

...+ +

■+ + +

...I table I

...+ +

・..| a I

・..| f I

・..|角 I

rows 歹ij

这一列是MySQL估计为了找到所需的行而要读取的行数。这个数字是内嵌循环关联计 划里的循环数目。也就是说它不是MySQL认为它最终要从表里读取出来的行数，而是 MySQL为了找到符合査询的每一点上标准的那些行而必须读取的行的平均数。（这个标 准包括SQL里给定的条件，以及来自联接次序上前一个表的当前列。）

根据表的统计信息和索引的选用情况，这个估算可能很不精确。在MySQL 5.0及更早的 版本里，它也反映不出LIMIT子句。举例来说，下面这个査询不会真的检査1 022行。

**mysql> EXPLAIN SELECT \* FROM sakila.film LIMIT 1\G**

rows: 1022

通过把所有「ows列的值相乘，可以粗略地估算出整个査询会检査的行数。例如，以下这 个査询大约会检査2 600行。

mysql> **EXPLAIN**

**-> SELECT f.film\_id**

**-> FROM sakila.film AS f**

**-> INNER JOIN sakila.film\_actor AS fa USING(film\_id)**

**-> INNER JOIN sakila.actor AS a USING(actor\_id);**

• •.+ +• . •

...I rows I...

・.・+ +.・・

・..| 200 |...

・..| 13 |..・

・..| 1 |...

.・・+ +・・.

要记住这个数字是MySQL认为它要检查的行数，而不是结果集里的行数。同时也要认 <732] 识到有很多优化手段，例如关联缓冲区和缓存，无法影响到行数的显示。MySQL可能 不必真的读所有它估计到的行，它也不知道任何关于操作系统或硬件缓存的信息。

filtered 列

这一列是在MySQL 5.1里新加进去的，在使用EXPLAIN EXTENDED时出现。它显示的是 针对表里符合某个条件(WHERE子句或联接条件)的记录数的百分比所做的一个悲观估 算。如果你把rows列和这个百分比相乘，就能看到MySQL估算它将和査询计划里前一 个表关联的行数。在写作本书的时候，优化器只有在使用ALL、index, range和index\_ merge访问方法时才会用这一估算。

为了说明这一列的输出形式，我们创建了下面这样一张表。

CREATE TABLE tl (

id INT NOT NULL AUTO\_INCREMENT,

filler char(200),

PRIMARY KEY(id)

)；

然后，我们往表里插入1000行记录，并在filler列里随机填充一些文字。它的用途是 防止MySQL在我们将要运行的査询里使用覆盖索引。

mysql> **EXPLAIN EXTENDED SELECT \* FROM tl WHERE id < 500\G**

id: 1

select\_type: SIMPLE

table: tl

type: ALL

possible\_keys: PRIMARY

-key: NULL

keylen: NULL

、 ~ref: NULL

rows: 1000

filtered: 49.40

Extra: Using where

MySQL可以使用范围访问从表里获取到所有ID不超过500的行，但是，它没这么做， 这是因为那样只能去除大约一半的记录，它认为全表扫描也不是太昂贵。因此，它使用 了全表扫描和WHERE子句来过滤输出行。它知道使用WHERE子句可以从结果里过滤掉多 少条记录，因为范围访问的成本是可以估算出来的。这也就是49.40%出现在filtered 列上的原因。

Extra 列

这一列包含的是不适合在其他列显示的额外信息。MySQL用户手册里记录了大多数可 以在这里出现的值。其中许多在本书中已经提到过。

□33＞常见的最重要的值如下。

*“Using index"*

此值表示MySQL将使用覆盖索引，以避免访问表。不要把覆盖索引和index访问 类型弄混了。

*"Using where"*

这意味着MySQL服务器将在存储引擎检索行后再进行过滤。许多WHERE条件里涉 及索引中的列，当(并且如果)它读取索引时，就能被存储引擎检验，因此不是所 有带WHERE子句的査询都会显示“Using where”。有时"Using where”的出现就是 一个暗示：査询可受益于不同的索引。

*“Using temporary"*

这意味着MySQL在对査询结果排序时会使用一个临时表。

*^UsingfilesorC*

这意味着MySQL会对结果使用一个外部索引排序，而不是按索引次序从表里读取 行。MySQL有两种文件排序算法，你可以在第6章读到相关内容。两种方式都可以 在内存或磁盘上完成。EXPLAIN不会告诉你MySQL将使用哪一种文件排序，也不会 告诉你排序会在内存里还是磁盘上完成。

*“Range checked for each record (index map: N)"* 这个值意味着没有好用的索引，新的索引将在联接的每一行上重新估算。/V是显示 在possible\_keys列中素引的位图，并且是冗余的。

树形格式的输出

MySQL用户往往更希望把EXPLAIN的输出格式化成一棵树，更加精确地展示执行计划。 实际上，EXPLAIN査看查询计划的方式确实有点笨拙，树状结构也不适合表格化的输出。

当Extra列里有大量的值时，缺点更明显，使用UNION也是这样。UNION跟MySQL能 做的其他类型的联接不太一样，它不太适合EXPLAINo

如果对EXPLAIN的规则和特性有充分的了解，使用树形结构的执行计划也是可行的。 但是这有点枯燥，最好还是留给自动化的工具处理。Percona Toolkit包含了力.讨ss八 *explain*,它就是这样一个工具。

MySQL 5.6中的改进

MySQL 5.6中将包括一个对EXPLAIN的重要改进：能对类似UPDATE、INSERT等的査询 进行解释。尽管可以将DML语句转化为准等价的“SELECT”査询并EXPLAIN,但结果 并不会完全反映语句是如何执行的，因而这仍然非常有帮助。在开发使用类似Percona Toolkit中的*^upgrade*时曾尝试使用过那个技术，我们不止一次发现，在将査询转化为 SELECT时，优化器并不能按我们预期的代码路径执行。因而，EXPLAIN-个査询而不需 要转化为SELECT,对我们理解执行过程中到底发生什么，是非常有帮助的。

MySQL 5.6还将包括对査询优化和执行引擎的一系列改进，允许匿名的临时表尽可能晚 地被具体化，而不总是在优化和执行使用到此临时表的部分査询时创建并填充它们。这 将允许MySQL可以直接解释带子査询的査询语句，而不需要先实际地执行子査询。

最后，MySQL 5.6将通过在服务器中增加优化跟踪功能的方式改进优化器的相关部分。 这将允许用户査看优化器做出的抉择，以及输入（例如，索引的基数）和抉择的原因。 这非常有帮助，不仅仅对理解服务器选择的执行计划如此，对为什么选择这个计划也如 此。

锁的调试

任何使用锁来控制资源共享的系统，锁的竞争问题都不好调试。当我们给某个表增加一 列新字段，或者只是进行査询，就有可能发现其他请求锁住了操作的表或者行。此时， 通常你所想做的事就是找出査询阻塞的原因，从而知道该杀死哪个进程。这个附录显示 了如何达到这两个目标。

MySQL服务器本身使用了几种类型的锁。如果查询正在等待一个服务器级别的锁，那 么可以在SHOW PROCESSLIST的输出中看到蛛丝马迹。除了服务器级别的锁，任何支持 行级别锁的存储引擎，例如InnoDB,都实现了自己的锁。在MySQL 5.0和更早版本中， 服务器层无法主动识别这些锁，它们往往对用户和数据库管理员不可见。在MySQL 5.1 和后续版本中可见性有了提高。

服务器级别的锁等待

锁等待可能发生在服务器级别或存储引擎级别。注'（应用程序级别的锁可能也是一个问 题，但我们在此只关注MySQLo）下面是MySQL服务器使用的几种类型的锁。

表锁

表可以被显式的读锁和写锁进行锁定。这些锁有许多的变种，例如本地读锁。你可 以在MySQL手册LOCK TABLES部分了解到这些变种。除了这些显式的锁外，査询 过程中还有隐式的锁。

全局锁 <73^1

可以通过FLUSH TABLES WITH READ LOCK或设置read\_only=l来获取单个全局读锁。 它与任何表锁都冲突。

注1： 如果需要回忆关于服务器和存储引擎之间的隔离，请参考第1章中的图1.1。

命名锁

命名锁是表锁的一种，服务器在重命名或删除一个表时创建。

字符锁

你可以用GET\_LOCK()及其相关函数在服务器级别内锁住和释放任意一个字符串。

在接下来的章节中我们将更详细地査看每种类型的锁。

表锁

表锁既可以是显式的也可以是隐式的。显式的锁用LOCK TABLES创建。例如，如果在 叫sq，会话中执行下列命令，将在sakila.film±获得一个显式的锁。

mysql> **LOCK TABLES sakila.film READ;**

如果再在另外一个会话中执行如下的命令，査询会挂起并且不会完成。

mysql> **LOCK TABLES sakila.film WRITE;**

你可以在第一个连接中看到等待线程。

mysql> **SHOW PROCESSLIST\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. rg \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id: 7

User: baron

Host: localhost

db: NULL

Command: Query

Time: 0

State: NULL Info: SHOW PROCESSLIST \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2. rw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* Id: 11 User: baron Host: localhost db: NULL Command: Query Time: 4

State: Locked Info: LOCK TABLES sakila.film WRITE 2 rows in set (0.01 sec)

[T37> 可以注意到线程11的状态是Locked0在MySQL服务器代码中只有一个线程会进入此 状态:当一个线程持有该锁后，其他线程只能不断尝试获取。因而，如果看到这样的信息, 你就知道线程在等待一个MySQL服务器中的锁，而不是存储引擎的。

然而，显式锁并不是阻塞这样一个操作的唯一类型的锁。我们前面也提到，服务器在査 询过程中会隐式地锁住表。用一个长时间运行的査询可以很容易地展示这一点，长时间 査询可以通过SLEEPO函数轻松创建。

**mysql> SELECT SLEEP（3O） FROM sakila.film LIMIT 1;**

当这个査询运行时，如果你再次尝试锁sakila.film,操作会因隐式锁而挂起，就如同有' 显式锁一样。你会在进程列表中看到和之前一样的效果:

mysql> **SHOW PROCESSLIST\G**

**\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. rw \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\***

Id: 7

User: baron

Host: localhost

db: NULL

Command: Query

Time: 12

State: Sending data

Info: SELECT SLEEP（3O） FROM sakila.film LIMIT 1

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2 row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id: 11

User: baron

Host: localhost

db: NULL

Command: Query

Time: 9

State: Locked

Info: LOCK TABLES sakila.film WRITE

在本例中，SELECT査询的隐式读锁阻塞了 LOCK TABLES中所请求的显式写锁。另外，隐 式锁也会相互阻塞。

你可能想知道关于隐式锁和显式锁的差异。从内部来说，它们有相同的结构，由相同的 MySQL服务器代码来控制。从外部来说，你可以通过LOCK TABLES和UNLOCK TABLES 来控制显式锁。

然而，当涉及非MylSAM存储引擎时，它们之间有一个非常重要的区别。当创建显式锁时， 它会按你的指令来做，但隐式锁就比较隐蔽并“有魔幻性”。服务器会在需要时自动地创 建和释放隐式锁,并将它们传递给存储引擎。存储引擎感知到后,可能会“转换”这些锁。 例如，InnoDB有这样的相关规则：对一个给定的服务器级别的表锁，InnoDB应该为其 创建特定类型的InnoDB表锁。这也使得操作人很难理解InnoDB幕后到底做了什么。

找出谁持有锁

<738~|

如果你看到许多的进程处于Locked状态，问题可能出在对MylSAM或者其他类似存储 引擎的高并发访问。这会阻止你执行人工操作，例如给表增加索引等。如果一个UPDATE 査询进入队列并等待MylSAM的表锁，此时就连SELECT也不会被允许运行。（关于 MySQL锁队列和优先级，可以在MySQL用户手册中査到更多。）

在某些场景下，可以清楚地看到几个连接长时间持有某个锁，此时需要将它们杀死（或 需要劝告用户不要阻挡这些连接的工作！ ）o但是如何找出那个连接呢？

目前没有SQL命令可以显示哪个线程持有阻塞你的査询的表锁。如果运行SHOW PROCESSLIST,你会看到等待锁的进程，而不是哪个进程持有这些锁。幸运的是，有一个 *debug*命令可以打印关于锁的信息到服务器的错误日志中，你可以使用*mysqladmin*工具 来运行这个命令：

**$ mysqladmin debug**

在错误日志的输出中包括了许多的调试信息，在接近尾部可以看到像下面的一些信息。 我们是这样创建这些输出的：在一个连接中锁住表，然后在另外一个连接中尝试再次对 它加锁。

Thread database.table\_name Locked/Waiting Lock\_type

1. sakila.film Locked - read Read lock without concurrent inserts
2. sakila.film Waiting - write Highest priority write lock

可以看到线程8正在等待线程7持有的锁。

全局读锁

MySQL服务器还实现了一个全局读锁，可以如下获取该锁。

mysql> **FLUSH TABLES WITH READ LOCK;**

如果此时在另外一个会话中尝试再锁这个表，结果会像之前一样挂起。

mysql> **LOCK TABLES sakila.film WRITE;**

如何判断这个査询正在等待全局读锁而不是一个表级别的锁？请看SHOW PROCESSLIST的 输出。

mysql> **SHOW PROCESSLIST\C**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id： 22

User: baron

Host: localhost

db: NULL

Command: Query

Time: 9

State: Waiting for release of readlock

Info: LOCK TABLES sakila.film WRITE 注意，査询的状态是Waiting for release of readlock0这就是说査询正在等待一个 全局读锁而不是表级别锁。

MySQL没有提供査出谁持有全局读锁的方法。

命名锁

命名锁是一种表锁：服务器在重命名或删除一个表时创建。命名锁与普通的表锁相冲突, 无论是隐式的还是显式的。例如，如果和之前一样使用LOCK TABLES,然后在另外一个 会话中尝试对此表重命名，査询会挂起，但这次不是处于Locked状态。

mysql> **RENAME TABLE sakila.filmZ TO sakila.film;**

和前面一样，从进程列表找到获得锁的进程，其状态是Waiting for table。

**mysql> SHOW PROCESSLIST\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2 row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id: 27

User: baron

Host: localhost

db: NULL

Command: Query

Time: 3

State: Waiting for table

Info: rename table sakila.film to sakila.film 2

也可以在SHOW OPEN TABLES输出中看到命名锁的影响。

mysql> SHOW OPEN TABLES;

|  |  |  |  |
| --- | --- | --- | --- |
| +  | Database | -+ +-  | Table | | +.  In\_use | | +  Name\_locked | |
| | sakila | | film text | | 3 I | 0 1 |
| 1 sakila | | film | | 2 1 | 1 1 |
| | sakila | 1 film2 1 | 1 1 | 11 |
| + | ■+ +■ | +. | + |

3 rows in set （0.00 sec）

注意，两个名字（原务和新名）都被锁住了。sakila.film\_text因sakila.film上有个指 向它的触发器而被锁，这也解释了另外一种锁方式，它们可以暗地里将自己放置到预期 之外的地方。査询sakila.film,触发器会使你悄悄地接触sakila.film\_text,因而隐式 地锁住它。触发器实际不需要因重命名触发，确实如此，因此从技术上讲并不需要锁, 但事实是：MySQL的锁有时可能并不具有你所期望的细粒度。

EZ40> MySQL并没有提供任何一种方法来查明谁拥有命名锁，但这通常并不是问题，因为它 们一般持有非常短的一段时间。当有冲突时，一般是由于命名锁在等待一个普通的表锁, 而这通过先前展示的*mysqladmin debug*可以看到。

用户锁

在服务器中实现的最后一种锁是用户锁，它基本是一个命名互斥量。你需要指定锁的名 称字符串，以及等待超时秒数。

mysql> **SELECT CET\_LOCK('my lock', 100);**

+ +

1. GET\_LOCK(\*my lock', 100) |

+ .-h

1. row in set (0.00 sec)

指令成功返回，这个线程就在命名互斥量上持有了一把锁。如果另外一个线程此时尝试 锁相同的字符串，它将会挂起直到超时。这次进程列表显示了一个不同的进程状态。

mysql>.**SHOW PROCESSLIST\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Id： 22

User: baron

Host: localhost

， db: NULL

Command: Query

Time: 9

State: User lock

Info: SELECT GET\_LOCK('my lock', 100)

User lock状态是这种类型的锁独有的。MySQL没有提供査明谁拥有用户锁的方法。

InnoDB中的锁等待

服务器级的锁要比存储引擎中的锁容易调试得多。各个存储引擎的锁互不相同，并且存 储引擎可能不提供任何方法来査看内部的锁。本附录主要关注ImioDB0

InnoDB在SHOW INNODB STATUS的输出中显露了一些锁信息。如果事务正在等待某个锁, 这个锁会显示在SHOW INNODB STATUS输出的TRANSACTIONS部分中。例如，如果在一个 会话中执行下面的命令，将需要表中第一行的写锁。

**mysql> SET AUTOC0MMIT=O；**

mysql> **BEGIN;**

mysql> **SELECT film\_id FROM sakila.film LIMIT 1 FOR UPDATE;**

如果在另外一个会话中运行相同的命令，査询将会因第一个会话中在那一行获取的锁而 Of] 阻塞。可以在SHOW INNODB STATUS中看到影响(为了简洁起见我们对结果有所删减)。

1. LOCK WAIT 2 lock struct(s), heap size 1216
2. MySQL thread id 8, query id 89 localhost baron Sending data
3. SELECT film\_id FROM sakila.film LIMIT 1 FOR UPDATE
4. TRX~HAS BEEN WAITING 9 SEC FOR THIS LOCK TO BE GRANTED:
5. RECORD LOCKS space id 0 page no 194 n bits 1072 index 'idx\_fk\_language\_id' of table 'sakila/film' trx id 0 61714 lock\_mode X waiting

最后一行显示査询在等待该表的idx\_fk\_language\_id索引的194页上一个排他锁(lock\_ mode X)o最终，锁等待超时，査询返回一个错误。

ERROR 1205 (HYOOO): Lock wait timeout exceeded; try restarting transaction

不幸的是，由于看不到谁拥有锁，因此很难确定哪个事务导致这个问题。不过往往可以 通过査看哪个事务打开了非常长的一段时间来有根据地猜测；还有另外一种方法，可以 激活IimoDB锁监控器，它最多可以显示每个事务中拥有的10把锁。为了激活该监控器， 需要在InnoDB存储引擎中创建一个特殊名字的表。注⑦

mysql> **CREATE TABLE innodb\_lock\_monitor(a int) ENGINE=INNODB;**

发起这个査询后，InnoDB开始定时地(这个间隔时间可以变化，但通常是每分钟几次) 打印SHOW INNODB STATUS的一个略微加强的版本的输出到标准输出中。在大多数系统中， 这个输出被重定向到服务器的错误日志中；你可以检査它以査看哪个事务应该拥有那把 锁。若想停掉锁监控器，删除这个表即可。

下面是锁监控器输出的相关例子。

1. -—TRANSACTION 0 61717, ACTIVE 3 sec, process no 5102, OS thread id 1141152080
2. 3 lock struct(s), heap size 1216
3. MySQL thread id 11, query id 108 localhost baron
4. show innodb status
5. TABLE LOCK table 'sakila/film' trx id 0 61717 lock mode IX
6. RECORD LOCKS space id 0 page no 194 n bits 1072 index 'idx\_fk\_language\_id' of tabl<

'sakila/film' trx id 0 61717 lock\_mode X

1. Record lock, heap no 2 PHYSICAL RECORD: n\_fields *2;* compact format; info bits 0
2. ・・・ omitted ...
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1. RECORD LOCKS space id 0 page no 231 n bits 168 index 'PRIMARY' of table 'sakila/fi； trx id 0 61717 lock\_mode X locks rec but not gap
2. Record lock, heap no 2 PHYSICAL RECORD: n\_fields 15； compact format; info bits 0
3. ... omitted ...

请注意，第3行显示的MySQL线程ID,跟进程列表里ID列的值是一样的。第5行显 也幻

注2： InnoDB把几个“神奇的”表名作为操作指令来用。当前采用的是动态可设置的服务器变量，但是, InnoDB的方法已经使用了很长一段时间，所以仍然留有原先的行为方式。

示了该事务在表里有一个显式的独占表锁（IX）。第6〜8行显示了索引里的锁。我们 删除了第8行的信息，是因为它导出了这个锁定的记录，显得非常累赘。第9〜11行显 示了主键上相应的锁（FOR UPDATE锁必须锁住整行，而不仅仅是索引）。

当锁监控器被激活的时候，SHOW INNODB STATUS里也会有额外的信息，因此，实际上无 须检查服务器的错误日志，就可以查看锁信息。

出于种种原因，锁监控器并不是最理想的。它的主要问题是锁信息非常冗长，因为导出 了被锁定记录的十六进制格式和ASCII格式。它会填满错误日志，并且还会很轻易地溢 出固定长度的SHOW INNODB STATUS输出结果。这意味着你可能无法査看到在那一段之后 的其他输出信息。InnoDB对每个事务打印锁的数量有硬编码限制，即每个事务只能打 印出10个持有的锁，超过10个就无法输出，这意味着你可能看不到需要的锁信息。这 还不算完,即使要找的东西确实在里面，也难以把它从所有锁的输出信息里定位出来o （只 需在一个繁忙的系统上试一下，你就会体会到这一点。）

有两样东西能够使锁的输出信息更加有用。第一样是本书作者之一为InnoDB和MySQL 服务器编写的一个补丁，包含在Percona Server和MariaDB中。这个补丁会移除输出结 果里那些冗长的记录导出信息，默认会把锁信息包含到SHOW INNODB STATUS的输出中 （因而锁监控器就无须激活了），还会增加动态可设置服务器变量来控制冗长的输出信息, 以及每个事务能打印出的锁信息的个数。

第二个可选用的方法是使用*innotop*来解析和格式化输出结果。它的Lock模式能够显示 锁信息，并通过连接和表优美地聚合在一起，因而能很快地看出哪一个事务持有指定表 的锁。但是，这也并非是万无一失的方法，因为它是通过检査所有被锁定记录的导出信 息来精确地找出那个被锁定记录。无论怎样，这还是要比常用的方法好很多，对于大多 数用途都足够好了。

使用 INFORMATION\_SCHEMA 表

使用SHOW INNODB STATUS来査看锁绝对是老派做法，现在InnoDB有INFORMATION. SCHEMA来显露它的事务和锁。

如果你看不到这个表，说明你使用的InnoDB版本还不够新。至少需要MySQL 5.1和 InnoDB插件。如果你正在使用MySQL 5.1,但没有看到INNODB\_LOCKS表，请用SHOW VARIABLES检査innodb\_version变量。如果没有看到这个变量，说明你还没有使用 国〉InnoDB插件，你需要它！如果看到了这个变量但没有那些表，那么你需要确保服务器 配置文件的plugin\_load设置中明确包括了那些表。详情请査阅MySQL用户手册。

幸运的是，MySQL 5.5中不需要担心这些，InnoDB的高级版本已经将它编译到服务器中。

对这些表可使用的査询，MySQL和InnoDB手册都有样例，在此不再重复，但我们要增 加两个自己的例子。例如，下面是一个显示谁阻塞和谁在等待，以及等待多久的查询。

**SELECT r.trx\_id AS waiting trx\_id, r.trx\_mysql\_thread\_id AS waiting.thread, TIMESTAMPDIFFCSECOND,** 袴**rted； CURRENT\_TIMESTAMP) AS wait\_time,**

**r.trx\_query AS waiting\_query, l.lock\_table AS waiting\_table\_lock, b.trx\_id AS blocking trx id, b.trx\_mysql\_thread\_id AS blocking\_thread, SUBSTRING(p.host, l/lNSTR(p.host,~':') - 1) AS^blocking^host/ SUBSTRING(p.host, INSTR(p.host, '：•) +1) AS blocking\_port, IF(p.command = "Sleep", p.time^ 0) AS idle\_in\_trx, b.trx query AS blocking query**

**FROM INFORMATION SCHEMA.INNODB^LOCK WAITS**

**INNER JOIN INFORMATION\_SCHEMA.INNODB\_TRX INNER JOIN INFORMATION^SCHEMA.INNODB~TRX**

**INNER JOIN INFORMATION^SCHEMA.INNODB~LOCKS AS LEFT JOIN INFORMATION^SCHEMA.PROCESSLIST AS**

**ORDER BY wait\_time DESC\G**

5DO3

3

**6**

select \* from store limit 1 for update 'sakila'.'store' 5DO2

**AS AS AS**

**b ON**

**1 ON p ON**

**b.trx\_id = w.blocking\_trx\_id r.trx\_id = w.requesting\_trx\_id w.requested\_lock\_id = l.lock\_id p.id = b.trx\_mysql\_thread\_id**

1. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

waiting\_trx\_id waiting\_thread wait\_time waiting\_query waiting\_table\_lock blocking\_trx\_id blocking\_thread blocking\_host blocking\_port idle\_in\_trx blocking\_query

localhost 40298
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NULL
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结果显示线程3已经等待store表中的锁达6s。它在线程2上被阻塞，而该线程已经空 闲了 8so

如果你因为线程在一个事务中空闲而正在遭受大量的锁操作，下面的这个变种査询可以 告诉你有多少査询被哪些线程阻塞，而没有多余的无用信息。

**SELECT CONCAT(\*thread b.trx\_mysql\_thread\_\_id, ' from p.host) AS who\_blocks>**

**IF(p.command = "Sleep", p.time, 0) AS idle in trx, MAXCTIMESTAMPDIFFCSECOND^ r.trx\_wait\_started,~NOW())) AS max\_wait\_\_time, COUNT(\*) AS num\_waiters ~ ~**

**FROM INFORMATION^SCHEMA.INNODB\_LOCK\_WAITS AS w**

**INNER 30IN INFORMATION\_SCHEMA.INNODB.TRX**

**INNER JOIN INFORMATION^SCHEMA.INNODB^TRX**

**AS b ON b.trx\_id AS r ON r.trx\_id**

**LEFT JOIN INFORMATION\_SCHEMA.PROCESSLIST AS p ON p.id GROUP BY who\_blocks ORDER BY num\_waiters DESC\G**

**w.blocking\_trx\_id**

**w.requesting\_trx\_id b. trx\_mysql\_thread\_\_id**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* ] row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

1. 744 > who\_blocks: thread 2 from localhost:40298

idle\_in\_trx: 1016 max\_wait\_time: 37 num\_waiters: 8

结果显示线程2已经空闲了更长的一段时间，并且至少有一个线程已经等待它释放它的 锁长达37s。有8个线程在等待线程2完成它的工作并提交。

我们发现idle-in-transaction锁操作是常见锁故障的一种起因，并且有时候很难诊断。

Percona Toolkit中的*pt-kill*可以配置用来杀死长时间运行的空闲事务以阻止这个场景。 Percona Server本身也支持一个空闲事务超时参数来完成相同的事情。

在MySQL上使用Sphinx

Sphinx *(http://www.sphinxsearch.com)*是一个免费、开源的全文搜索引擎，设计着眼于 与数据库完美结合。它有类似DBMS的特性，査询速度非常快，支持分布式检索，并且 可扩展性好。它可以高效利用内存和磁盘I/O,缓解大型操作在这部分的瓶颈，这非常 重要。

Sphinx在MySQL上工作得很好。它可以被用来加速各种各样的査询，包括全文搜索。 也可以用来在其他应用中执行快速的分组和排序操作。它遵从MySQL的通信协议，以 及主要的MySQL的SQL语法，使用户就像操纵MySQL 一样进行査询。Sphinx对某 些特定的査询非常有用：MySQL的通用架构对真实世界中的大型数据库优化得并不好。 简而言之，Sphinx可以加强MySQL的功能和性能。

Sphinx索引的源数据通常就是MySQL SELECT査询的结果，但是，也可以用不同类型的 无限的数据来源来建立索引，每一个Sphinx示例都能搜索到无限的索引。举例来说，你 可以从位于一台远程服务器上的MySQL实例拉几份文档放入索引里，从位于另一台远 程服务器上的PostgreSQL实例拉几份文档过来，再加上几份本地的脚本通过XML管道 机制输出的文档。 、

在本附录里，我们将列举一些能让Sphinx体现出性能增强的使用案例，然后讲述一下安 装和配置Sphinx所需的主要步骤，接着详细说明它的功能特点，最后讨论几个现实中应 用的例子。

—个典型的Sphinx搜索

r~746>

我们用一个简单但是完整的Sphinx应用例子作为进一步讨论的起点。虽然Sphinx的 API可用于多种编程语言，但是，在这里我们使用的是PHP,因为它比较普及。

假设我们要实现的是一个用于比较购物引擎里的全文搜索，其具体需求如下。

* 对MySQL中的一个产品表维护一个可搜索的全文索引。
* 允许对产品的名称和描述进行全文搜索。

•如有需要，能够用指定的分类缩小搜索范围。

* 不仅可以按关联度对搜索结果进行排序，也可以用物品的价格或提交日期来排序。

我们先在Sphinx配置文件里设置好数据源和索引。

source products

{

type = mysql

sql\_host = localhost

sql\_user = shopping

sql\_pass = mysecretpassword

sql\_db = shopping

sql\_query = SELECT id, title, description, \

~ cat\_id, price, UNIX\_TIMESTAMP(added\_date) AS added\_ts \

FROM products

sql\_attr\_uint = cat\_id sql\_attr\_float = price sql\_attr\_timestamp = added\_ts

} "

index products

{

source = products

path = /usr/local/sphinx/var/data/products

docinfo = extern

}

这个例子假设MySQL的shopping数据库中包含了 products表，而此表中有供我们执 行SELECT査询生成我们的Sphinx索引的列。该Sphinx索引也命名为products。在创 建新数据源和索引后，我们运行*indexer*程序来创建最初的全文索引数据文件，然后启 动(或重启)*searchd*后台进程以同步这些变更。

**$ cd /usr/local/sphinx/bin**

**$ ./indexer products**

**$ ./searchd --stop**

**$ ./searchd**

索引现在已经就绪可以用于查询了。我们用Sphinx捆绑的*test.php*样例脚本来测试它。

**$ php -q test.php -i products ipod** < 747 |

Query 'ipod ' retrieved 3 of 3 matches in 0.010 sec.

Query stats:

'ipod' found *3* times in 3 documents

Matches:

1. doc\_id=123, weight=100, cat\_id=100, price=159.99, added\_ts=2OO8-Ol-O3 22:38:26
2. doc[id=124, weight=100, cat[id=100, price=199.99, added[ts=2OO8・Ol・O3 22:38:26
3. doc\_id=125, weight=100, cat\_id=100, price=249.99, added\_ts=2OO8-Ol-O3 22:38:26

最后一步是将搜索功能加到我们的网络应用中。我们需要基于用户输入设置排序和过滤 选项，并让输出格式漂亮些。同时，因为Sphinx返回给客户端的只有文档的ID和配置 属性一一它没有存储任何原始文本数据一一所以，我们还要从MySQL里读取对应的行 数据。

1. <?php
2. include ( "sphinxapi.php");
3. // ..・ other includes, MySQL connection code,
4. // displaying page header and search form, etc. all go here
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1. // set query options based on end-user input
2. $cl = new SphinxClient ();
3. $sortby = $\_REQUEST["sortby"];
4. if ( !in\_array ( $sortby, array ( "price", "added\_tsn )))
5. $sortby = "price";
6. if ( $\_REQUEST["sortorder"]=="asc")
7. $cl->SetSortMode ( SPH\_SORT\_ATTR\_ASC, $sortby );
8. else
9. $cl->SetSortMode ( SPH\_SORT\_ATTR.DESC, $sortby );
10. $offset = ($\_REQUEST["page"]-l)\*$rows\_per\_page;
11. $cl->SetLimits ( $offset, $rows\_per\_page );
12. ~
13. // issue the query, get the results
14. $res = $cl->Query ( $\_REQUEST["query"], "products");
15. ~
16. // handle search errors
17. if ( !$res )
18. *(*
19. print "<b>Search error:</b>" . $cl->GetLastError ();
20. die;
21. }

27

1. 〃 fetch additional columns from MySQL
2. $ids = join ( ”，”， array\_keys ( $res[”matches”]);
3. $r = mysql\_query ( "SELECT id, title FROM products WHERE id IN ($ids)")
4. or die ( "MySQL error: " . mysql\_error());
5. while ( $row = mysql\_fetch\_assoc($r))
6. { ~
7. Sid = $row["id"];
8. $res["matches"][$id][”sql"] = $row;
9. }

37

1. // display the results in the order returned from Sphinx
2. $n = 1 + $offset;
3. foreach ( $res["matches"] as $id=>$match )
4. （
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1. printf （ "%d. <a href=details.php?id=%d>%s</a>, USD %.2f<br>\n",
2. $n++, $id, $match["sql" ] [ "title"], $match["attrs" ] ["price\*']）;
3. }

45

1. ?>

尽管上面显示的这段代码看上去相当简单，但还是有些东西值得强调一下。

* SetLimits（）调用会告诉Sphinx只获取客户端要在页面上显示的行数。做这样的限 定在Sphinx中很方便（不同于MySQL内建的搜索功能），不加限定的结果数目也 可以通过$result[\*total\_found']来获得，而不需要任何额外开销。
* 因为Sphinx H索引title列，并没有存储它，因而必须从MySQL里读取数据。
* 我们使用一条单独的合成查询获取数据，把所有文档都放在WHERE id IN （...）子 一.句中，而不是每个文档运行一次査询（这会非常低效）。

•-我们将从MySQL里获取到的行注入到全文捜索的结果集里，以保持原始的排列顺 序。在下文里我们会对此做一些解释。

* 我们使用来自Sphinx和MySQL的数据来显示每一行。

那些由PHP写的行注入代码需要再做一些解释。我们不能简单地对MySQL査询的结果 集做遍历，因为行的次序跟WHERE id IN （...）子句里指定的（多数情况下）不一样。 但是，PHP会对结果进行哈希（使用关联数组），保持匹配结果插入时的排列顺序，这 样Sphinx就可以通过$result[,,matches"]返回排序正确的行了。因此，为了从Sphinx 返回的匹配结果能保持正确的次序（而不是MySQL生成的那种半随机的次序），我们需 要把MySQL的査询结果一个接一个地注入到PHP用来存储Sphinx匹配结果集的哈希中。

对于计数匹配和应用LIMIT子句，MySQL和Sphinx在实现方式及性能上存在着比较大 的区别。首先，LIMIT在Sphinx里开销是比较低的。设想有一个LIMIT 500,10的子句, MySQL会半随机地读出510行数据（这是比较慢的），然后丢弃掉其中的500行，而 Sphinx会返回一组ID,你可以用这些ID从MySQL ±读取到实际所需的数据行。其次, Sphinx总是返回指定的行数或者它在结果集里找到的实际匹配数目,而与LIMIT子句是 怎么样的无关。MySQL无法做到这么高效，尽管在MySQL 5.6中对这个限制有部分的 优化。

为什么要使用Sphinx

P749>

Sphinx可以在多个方面完善基于MySQL的应用程序，能补充MySQL的性能不足，还 提供了 MySQL所没有的功能。典型的使用场景如下。

* 快速、高效、可扩展和核心的全文搜索。
* 能在使用低选择性索引或无索引的列时优化WHERE条件。
* 优化 ORDER BY ... LIMIT /V 査询以及 GROUP BY 査询。

•并行地产生结果集。

* 向上扩展和向外扩展。
* 聚合分片数据。

我们在下面这些小节里对这些场景逐一进行探讨。然而，这个列表也不是完整的， Sphinx的用户时不时还会发现新的应用方法。例如，Sphinx最重要用途之丄——快速扫 描和过滤记录一一就是由一位用户创造出来的，并不是Sphinx最初的设计目标之一。

高效、可扩展的全文搜索

MylSAM的全文搜索能力对小数据集非常快，但随着数据量增长，性能会非常低。对 百万级别的记录量和上GB的索引文本，査询时间会在1秒到超过10分钟之间变化，而 这对于高性能的网站应用来说是不可接受的。尽管通过将数据分布到多个地方可能会扩 展MylSAM的全文搜索，但这需要并行地运行査询并在应用程序中将结果合并，大大增 加了中间层的复杂度。

Sphinx运作速度要明显快于MylSAM内建的全文索引。比如说，它査询超过1GB的文 本数据需要10〜100ms——最多可以扩展到每个CPU处理10-100GB的数据。Sphinx还 有如下优点。

* 它能对InnoDB及其他存储引擎里存储的数据进行索引，而不仅仅是MylSAM。
* 它能对多个源表的混合数据创建索引，不限于单个表上的字段。

•它能将来自多个索引的捜索结果进行动态整合。

* 除了能对文本列索引外,它的索引还可以包含无限数量的数字属性一一跟“额外字段” 一样。Sphinx的属性可以是整型、浮点型和UNIX时间戳。
* 它能根据属性上的附加条件对全文搜索进行优化。
* 它的基于短语的排列算法能帮助它返回更多相关的结果。例如，如果你在一个歌词 表中搜索“我爱你，亲爱的”，那么恰好包含该短语的歌曲将在最上面返回，之后才 是那些只包含多次“爱”或“亲爱的”的歌曲。
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* 它使得向外扩展更容易。

高效使用WHERE子句

有时你需要对很大的表（有几百万条记录）做SELECT査询，同时，几个WHERE条件里 有索引选择性非常差（例如指定WHERE条件返回太多行）或者根本没有索引支持的字段。 常见的例子有：在一个社交网站上搜索用户，以及在一个拍卖网站上搜索物品。典型的 搜索接口是让用户能在WHERE条件加10个或更多的列，而返回结果又是按其他列来排序。 第5章中索引案例研究的例子，就是这样的一个应用，并且需要索引策略。

当有合适的数据结构和査询优化时，只要WHERE子句不包含太多的列，尚可以接受用 MySQL来应付这些查询。但是，随着列的数目增加，支持所有可能搜索所需的索引数 会呈指数级增长。单是要覆盖到四列的所有可能的组合情况，MySQL就要达到极限了。 它会变得非常幔，并且要花费很多系统开销去维护索引。这意味着对于许多WHERE条件， 实际上不可能拥有它所需要的所有索引，你不得不在没有索引的条件下运行查询。

更重要的是，即使可以增加索引，也无法受益很多，除非它们具有良好的可选择性。有 一个典型的例子是gender列，它几乎帮不上忙，因为会命中大约所有行中的一半。当索 引因缺少可选择性而帮不上忙时，MySQL 一般会回到全表扫描。

Sphinx运行这类查询的速度比MySQL快很多。你可以只将数据中所需要的列做成 Sphinx索引。然后Sphinx会允许用两种方式来访问这些数据：用关键字索引搜索或全 表扫描。在这两种方式里，Sphinx都用到了过滤器，它相当于一个WHERE子句。但是， 和MySQL不一样，MySQL是在内部决定使用索引还是全扫描，而Sphinx是让你自己 选择要使用哪一种访问方法。

要使用带筛选的全扫描，你可以指定一个空字符串用作搜索查询条件；要使用索引搜索， 你可以在构建索引时加一些伪关键字进去，然后再搜索那些关键字。例如，如果你想搜 索分类123里的物品，你可以在建索引时把“分类123”关键字添加到文档里，然后针 对“分类123”做全文搜索。你可以使用CONCATO函数把关键字加到已有的一个字段里， 或者为了更好的灵活性，为这些伪关键字创建一个特别的全文搜索字段。通常而言，对 于覆盖率超过30%无选择性值的行就应该选择筛选；而对于具有选择性的值覆盖面不超 过10%的，应该使用伪关键字；如果目标值是处于10%〜30%的灰色区域，就难说了。 你应该做几次基准测试以找出最佳解决方案。

Sphinx无论是执行索引搜索还是全扫描都快过MySQLo有时，Sphinx的全扫描实际上 比MySQL的索引读取还要快。

找出结果集里的前几行

Web应用常常需要用到结果集里按顺序排列的前/V行。如同我们之前讨论过的，在 MySQL 5.5和之前版本中很难优化。

最糟糕的情况就是根据WHERE条件找到了许多行（假设有100万行），而ORDER BY里的 列却没有被索引过。MySQL使用索引识别出所有匹配的行，然后使用半随机磁盘读，把

记录一行接一行地读到排序缓冲区里，接着用一种文件排序将这些结果进行排序.，最后 丢弃其中的绝大多数。它会临时存储和处理整个结果集，忽略LIMIT子句，搅乱RAMO 如果排序缓冲区放不下整个结果集，还需要用到临时表，引发更多的磁盘I/O。

这里还有一个极端的例子，你可能会认为这在真实世界里几乎不会发生，但事实上，它 常常会发生。MySQL在用于排序的索引方面是有限制的——只使用索引的最左边部分， 不支持松散索引扫描(loose index scan ),并且只允许一个单独的范围条件 这意味着 真实世界里的查询不能从这些索引中受益。即使能够受益，使用半随机磁盘I/O来获取 行也是一个性能杀手。

要对结果集进行分页，常常需要做形如SELECT ... LIMIT *NtM*的査询，这是MySQL的 另一个性能问题。它们会从磁盘里读取/V + M行，由此引发大量的随机I/O,浪费内存资源。 Sphinx通过消除以下两个主要问题可以显著加速这类查询。

内存使用

Sphinx对RAM的使用有严格限制，这个限制也是可以配置的。Sphinx也支持与 MySQL LIMIT *Nt* M语法类似的结果集偏移量和大小，但是它还有一个max\_matches 选项。它以每个服务器和每个查询为基础，可控制类似“排序缓冲区”的大小。

I/O

如果属性是存储在RAM里的，Sphinx就不会做任何I/O操作。即使属性是存储在 磁盘上，Sphinx也是通过顺序I/O来读取它们，这比MySQL使用半随机方式从磁 盘获取行要快很多。

通过综合关联度(权重)、属性值和聚合函数值(当使用GROUP BY时)，可以对捜索结 果进行排序。排序子句的语法跟SQL ORDER BY子句类似。

<?php

$cl = new SphinxClient ();

$cl->SetSortMode ( SPH\_SORT\_EXTENDED, 'price DESC, @weight ASC );

// more code and Query() call here...

?>

在本例中，price是存储在索引中的用户指定的属性，©weight是一个特殊的属性，在运〈囱 行时创建，它包含的是每一个搜索结果估算出来的关联度。你也可以使用算术表达式对 结果再进行排序，算术表达式里可以包含属性值、常用数学运算符和函数。

<?php

$cl = new SphinxClient ();

$cl->SetSortMode ( SPH\_SORT\_EXPR, '©weight + log(pageviews)\*1.5')；

// more code and Query() call here...

?>

优化GROUP BY查询

没有GROUP BY功能的话，对于日常的类SQL子句的支持也将不完整，因此，Sphinx也 支持GPOUP BYO但与MySQL的通用实现不同，Sphinx擅长髙效筛选出GROUP BY任务 所需要的实际子集。这个子集可以从如下场景拥有的大数据集（1亿行）中生成报表：

* 结果是分组行中的少部分（这里的“少”是指10万~ 100万量级）。

•当从分布在集群中的多台机器上获取很多分组数据时，需要非常快的执行速度，同 时近似的COUNT（\*）结果可以接受。

这没有听起来那样严格。第一个场景实际上覆盖了所有可以想象的基于时间的报告。举 个例子，每小时一次且持续时间为10年的一个详细报告，将会返回少于90 000行记录。

第二个场景可以像这样通俗地表述：“尽可能迅速和精确地从1亿行的分片表中找出最 重要的20条记录。”

这两种类型的査询会加速通用査询，但也可以在全文搜索应用中使用。许多应用不仅需 要显示全文匹配结果，还要显示一些聚集结果。例如，许多搜索结果页显示了每个产品 目录中有多少匹配的产品被找到，或一张按时间顺序的数量变化图。Sphinx的group.by 支持可以结合分组和全文搜索，消除在应用程序或MySQL中做分组的开销。

在Sphinx中的排序和分组都使用固定的内存，它的效率比类似数据集全部可以放在 RAM中的MySQL査询要稍微（10%〜50%）高些。在本例中，大部分Sphinx的能力 来源于它可以分散负载和大大减少延时。对于永不会全部放入RAM中的大数据集来说, 可以使用内联属性（后面会定义）创建特别的基于磁盘的索引来生成报告。对这些索引 F753＞执行査询大约和读数据一样快——在现代硬件中大概是30〜100MB/S。在这个情况下,

性能会比MySQL好许多倍，尽管结果是近似的。

与MySQL的GROUP BY最大的不同点是，在某些特定场景下Sphinx可能只生成近似结果。 对于这点有两个原因。

* 使用固定量的内存来做分组。如果有太多的分组而不能放在RAM中，并且以某种“不 幸的”顺序匹配，每组数量可能比实际值要小。
* 分布式搜索只发送联合结果，而不是一个节点一个节点进行匹配。如果在不同的节 点上有重复记录，每组去重的数据可能会比实际值要大，因为可以去重的信息并没 有在节点之间传送。

实践中，快速的近似group-by数量经常是可以接受的。如果这不可接受，往往也可能通 过仔细地配置后台进程和客户端应用来取得精确结果。

你也可以产生与COUNT(DISTINCT *<attribute>*)等价的结果。例如，在一个拍卖网站上，

你可以使用它来计算每个分类里卖家的精确数目。 '

最后,Sphinx可以让你选取一个标准，然后用这个标准在每个分组里找到唯一的“最合适” 的文档。例如，在以域分组且按每个域里的匹配数量排序结果集时，可以从每个域里选 择相关度最高的文档。这在MySQL里不用复杂的查询是做不到的。

并行地取结果集

Sphinx可以让你从相同数据中同时产生几份结果，同样是使用固定量的内存。作为对比， 传统的SQL方法要么运行两个査询(并且希望两次运行中某些数据维持在缓存中)，要 么对每个捜索结果集创建一个临时表，Sphinx的方法会产生显著的改进。

举例来说，假设你需要针对每天、每星期、每月定期生成该段时间周期里的报表，要用 MySQL生成将不得不使用不同的GROUP BY子句运行三次査询，对源数据处理三次。然而， Sphinx对于这些数据只要处理一次就行了，然后就可以并行地生成全部三份报表。

Sphinx用一个*multi-query*机制来完成这项任务。不是一个接一个地发起査询，而是把几 个査询做成一个批处理，然后在一个请求里提交。

<?php

$cl = new SphinxClient ();

$cl->SetSortMode ( SPH\_SORT\_EXTENDED, "price desc");

$cl->AddQuery ( ”ipod「)；"

$cl->SetGroupBy ( "category id", SPH GROUPBY ATTR, "@count desc");

$cl->AddQuery ( Hipod");

$cl->RunQueries ();

?>

Sphinx会分析这个査询，识别出可以合并的各査询部分，然后并行地执行这些査询。 <M]

例如，Sphinx可能注意到，排序和分组的模式有些不同，而査询是相同的。这就是上面 显示的示例代码里的情形 用price排序但用category\_id分组。Sphinx会创建几个 排序队列来处理这些査询。当运行这些査询时，它会一次性地获取到行，然后把它们提 交到所有的队列里。与一个接一个运行査询相比较，这个方法消除了几个冗余的全文检 索或全扫描操作。

注意并行结果集的生成，虽然这是常见又重要的优化，但是，这只是更一般化的multi- query机制的一个特例。它不是唯一可能的优化。其中的指导法则是尽可能地把多个查 询放在一个请求中，这通常有助于Sphinx开展内部优化操作。即使Sphinx无法并行处 理这些査询，也可以节省网络往返。而且，如果将来Sphinx加入更多的优化功能，你的 査询就能自动地使用到它们而无须做任何修改。

扩展

Sphinx的可扩展性无论在水平方向（向外扩展）还是垂直方向（向丄扩展）上都非常好。

Sphinx完全可以在各机器之间分布。我们提到过的用户案例都能受益于跨CPU的分布 工作。Sphinx的搜索后台进程*（searchd）*支持特别的分布式索引，它知道哪些本地和远 程的索引需要査询和聚合。这意味着向外扩展就是一次轻微的配置更改。你只需在各个 节点间将数据分区，然后配置主节点使其能向其他节点并行地发起査询。这就是所有要 做的事情。

你也能向上扩展，在单独的机器上增加更多CPU或内核，从而提高响应速度。为了达到 这个目的，你可以在单台机器上运行好几个*searchd*实例，然后通过分布式索引，从另 外的机器过来査询它们。另外一种可选择的方法是，你可以把一个单独的实例配置为能 与它自己通信，这样并行的“远程”査询其实就发生在同一台机器上，但是使用的是不 同的CPU或内核。

换句话说，使用Sphinx的单个查询也能使用到不止一个CPU （多个并发查询会自动使 用多个CPU）O这跟MySQL有显著的区别，MySQL的一个査询只能使用到一个CPU, 无论有多少个CPU可供使用。另外，Sphinx在并发执行査询时不需要任何同步，这就 避免了使用互斥体（一种同步机制）。而互斥体正是MySQL在多CPU环境下才会出现 的声名狼藉的性能瓶颈之一。

向上扩展的另一个重要方面是扩展磁盘I/O。不同的索引（包括部分更大型的分布式索引） 能够轻松地放在不同的物理磁盘或RAID分卷上，以提高响应速度和吞吐量。这个方法 屜〉的一部分好处跟MySQL 5.1的分片表一样，后者能将数据分片存储到不同的位置上。不 过，分布式索引也有一些比分片表更好的优点。Sphinx使用分布式索引不仅可以分散负 载，还能并行地处理一个査询的各个部分。相比之下，MySQL的分片表能通过对分片 的剪枝来优化一些査询（并不是所有的），但査询的处理是不能并行的。即使Sphinx和 MySQL的分片都能提高査询的吞吐量，但如果査询是I/O密集的，则可以使用Sphinx 让所有査询的响应速度得到线性的提高，而MySQL分片只能对那些可采用剪去整个分 区的査询才能改善延时。

分布式搜索的工作流程非常直观。

1. 向所有远程服务器发出远程査询。
2. 执行连续的本地索引搜索。
3. 从每个远程服务器上读取部分搜索结果。
4. 将所有局部搜索结果合并成最终结果集，并将它返回给客户端。

如果硬件资源允许，也可以在同一台机器上并行地使用几个索引进行捜索。如果有多个 物理磁盘驱动器和多个CPU内核，那么并发査询就能互不妨碍地执行。你可以假装有一 些索引是远程的，然后配置*searchd*联系自身，从而在同一台机器上发起并行査询。

index distributed\_sample

（ "

type = distributed

local = chunkl # resides on HDD1

agent = localhost:3312:chunk2 # resides on HDD2, searchd contacts itself

}

从客户端的视角来看，分布式索引跟本地索引完全没什么两样。这就允许你通过使用节 点来代理其他的节点集的方式，来创建出一棵分布式索引的“树”。例如，第一级节点 可以代理一定量的第二级节点的査询请求，结果就是，可以以任意的路径，本地搜索它 们本身，或传递査询到其他节点。

聚合分片数据

构建一个可扩展的系统常常要涉及数据在不同物理MySQL服务器间的分片（分区）。这 在第11章里已经深入讨论过了。

当数据以合适的粒度分片后，即使只是使用选择性的WHERE （这应该非常快）获取几行 数据的査询也意味着要关联到许多服务器，检査错误，以及在应用里将搜索结果合并在 一起。Sphinx减轻了这个问题的痛苦，因为所有必要的功能都在后台捜索进程里实现了。

考虑这样一个例子：有一个1TB大小的表，其中有10亿篇博客文章，通过用户ID分片 到10个物理MySQL服务器上，这样给定用户的文章总是在同一台服务器上。只要査询 是限制在单个用户上，一切都很好：我们根据用户ID先选定服务器，然后照常运作。

现在假定我们要实现一个归档分页功能来显示该用户的所有朋友发表的文章。我们怎么 按发布日期排序显示“其他sysbench特性”的第981 ~ 1000个条目呢？大量朋友的数 据很可能是在不同的服务器上。如果仅有10个朋友，那就有约90%的可能会用到8台 以上服务器，如果是20个朋友，这个可能性就提高到了 99%。因此，对于大多数査询 而言，我们需要关联到所有服务器。更糟糕的是，我们还要从每台服务器上拉1000篇 文章，然后在应用程序里进行排序。按照本书前面所提供的建议，我们将数据裁减到只 需要文章ID和时间戳。但是，仍然有10 000条记录要在应用程序里排序。许多现代脚 本语言单在排序这一步骤上就会消耗掉大量的CPU时间。除此以外，我们或者要按顺序 从每个服务器上获取结果记录（这会很慢），或者要编写一些代码构造并行査询线程（这 很难实现和维护）。

在这样的情形下，采用Sphinx将比重新发明轮子显得更有意义。在本例中所要做的事情 就是建立几个Sphinx实例，从每个表里映射出经常访问的文章属性——在这里就是文章 ID、用户ID和时间戳，然后在主Sphinx实例上査询第981〜1000条记录，并按照发 布日期排序，全部算起来大概是3行代码。这是更明智的扩展方法。

架构概要

Sphinx是一个独立的程序集。两个主要程序如下。

*indexer*

这个程序用来从各种特定的资源上（例如MySQL的査询结果）获取文档，并据此 创建全文索引。这是一个后台批处瑁任务，网站一般会定时运行它。

*searchd*

这是一个后台进程，用于査询*indexer*构建的索引。它为应用程序提供运行时支持。

Sphinx的发布包里还包含有多种编程语言的*searchd*原生客户端API （在本书写作时， 这些语言包括PHP、Python、Perl、Ruby和Java）,以及在MySQL 5.0及以上版本中作 为插件式存储引擎实现的客户端SphinxSEo这些API和SphinxSE都可供客户端应用连 接到*searchd,*然后把査询语句传递过去，最终取回搜索结果。

每一个Sphinx全文索引都可以比作数据库里的一个表，与表里放置的一行行数据不同的 是，Sphinx索引包含的是文档。（Sphinx也有一个单独的数据结构 多值属性，下文

[J57> 会讲到。）每一个文档都有一个唯一的32位或64位整数标识符，取自数据表里的索引 字段（例如，从主键列中取）。另外，每一个文档拥有一个或多个全文字段（每一个都 对应于数据库里的一个文本字段）和数值属性。就像一个数据表一样，Sphinx索引在所 有文档里都有着一样的字段和属性。表F-1显示了数据表和Sphinx索引的相似之处。

表**F・1：**数据库结构和相应的**Sphinx**结构

数据库结构

CREATE TABLE documents (

id int(ll) NOT NULL auto\_increment, title varchar(255), ~ content text, group\_id int(ll), added datetime, PRIMARY KEY (id)

)；

**Sphinx**结构

index documents

document ID

title field, full-text indexed content field, full-text indexed group\_id attribute, sql\_attr\_uint added attribute, sql\_attr\_timestamp

Sphinx不存储数据库中的文本字体，只使用它们的内容来创建一个搜索索引。

安装综述

Sphinx安装非常直观，一般包括如下步骤。

1. 从源码编译程序。

**$ configure && make && make install**

1. 创建一个配置文件：定义数据源和全文索引。
2. 初始索引化。
3. 启动 *searchdo*

在这之后，客户程序即拥有査询功能。

<?php

include ( 'sphinxapi.php');

$cl = new SphinxClient ();

$res = $cl->Query ( 'test query', 'myindex');

// use $res search result here

?>

唯一还没做的事情就是定时运行*indexer*来更新全文索引数据。在重建索引的时候， *searchd*当前正在使用的索引还是全部可以使用的：*indexer*会检测到索引正在使用，然 后创建一个“影子”索引来代替。在索引创建完之后，它会通知*searchd*使用这个完成 的副本。

全文索引存储在文件系统中(保存路径在配置文件里指定)，存储为一种特定的“整体” 形式，这种形式不适合做增量更新。通常的更新索引的方法就是全部重建。这个问题没 <750 有看起来那么大，原因有以下几点。

* 创建索引的速度很快。在现在的硬件设备上，Sphinx索引普通文本(不带HTML标 记)的速度是4〜8MB/so
* 可以把数据分割到几个索引里，下一小节里会讲到。每次运行*indexer*时只对需要更 新的那部分数据进行索引重建。
* 无须对索引做“碎片整理”一一它们本来就是为优化I/O而构建的，这能提高搜索 速度。
* 数值属性可以直接更新，无须重建全部索引。

在未来的版本里，还会提供一个额外的索引后端，它将支持实时的索引更新。

典型的分区使用

下面详细讨论分区。最简单的分区模式是*main+delta*方法，对一个文档集创建两个索引。 *main*索引全部文档集，而*delta*只索引自上次*main*索引创建之后发生变更的文档。

这个模式与许多数据变更模式完全吻合。论坛、博客、电子邮件和新闻归档，以及垂直 索引引擎都是很好的例子。那些存储库的大部分冷数据自创建后从不更新，只有很小一 部分的热数据经常改变或增加。这意味着delta索引很小并且可以在需要时重建（例如， 每隔1〜15分钟一次）。这相当于只对新插入的行做索引。

你不需要重建索引来改变与文档关联的属性——可以通过*searchd*在线做。可以通过简 单地在main索引上设置“deleted”特性来标记行已删除。因此，可以在main索引中对 文档标记这个属性来处理更新，然后重建delta索引。对所有未标记为“deleted”的文档 搜索会返回正确的结果集。

注意，索引文件可能来自任何SELECT语句的结果；不必来自单个SQL表。对SELECT语 句没有限制。这意味着可以在数据库中建索引之前预处理结果。普通预处理例子包括： 与其他表的联接，在线创建额外的字段，在索引时排除某些字段，以及生成一些值。

特别的功能特性

[759>

除“仅仅”索引和搜索数据库内容外，Sphinx还提供几个其他的功能。下面是其中最重 要的部分。

* 搜索和排位算法记录词的位置，并且査询阶段接近的文档内容，也会被计算在内。
* 可以把数值属性绑定到文档中，包括多值属性。
* 可以按属性值排序、过滤和分组。
* 可以创建与搜索查询关键字高亮的文档片段。
* 可以跨多台机器做分布式搜索。
* 可以优化査询，从相同的数据中产生几个结果集。
* 可以从MySQL中使用SphinxSE来访问搜索结果。
* 可以很好地调节Sphinx对服务器负载的影响。

我们在前面已经涉及了其中部分特性。本节将介绍剩下的几个特性。

近义词排位

Sphinx能记住每一个文档内词语的位置，就像其他开源全文检索系统那样。但与它们不 同的是，它使用位置对匹配度进行排序，返回更相关的结果。

有许多因素会影响到文档的最终排位。为了计算排位，其他许多系统只使用了关键字的 频度：每一个关键字的出现次数。几乎被所有全文检索系统使用的经典的BM25权重函 数出就是把更多的权重分给这样一些词语，它们或者在特定的被检索文档里常常出现， 或者很少在整个文档集里出现。BM25返回的结果通常就是最终的排位值。

与之不同，Sphinx也计算査询短语的近似度，就是文档内包含的査询子短语的最大长度， 以词语为计数单位。举例来说，用短语“John Doe Jr”在带有文本"John Black, John White Jr, and Jane Dunnew的文档里搜索时，会产生一个1的短语近似度，因为按査询序列， 没有两个词语一同出现在文档里。如果文档的文本是wMr, John Doe Jr and friendsw,那 就是3的近似度，因为这三个査询词语依次出现在文档里。而文本"John Gray, Jane Doe Jr”会生成2的近似度，这归功于“DoeJr”査询子短语。

.

在默认情况下，Sphinx首先是用短语近似度排序的，其次才是经典的BM25O这意味着＜M] 逐字的查询引用可以保证非常靠前，而由一个单独的词语引用刚好在它们下面，等等。

短语近似度是何时以及如何影响结果的呢？设想要在1 000 000页的文本里搜索短语“To be or not to bewo Sphinx会将逐字引用的页面放在搜索结果的最前面，而其他基于BM25 的系统会首先返回那些包含了最多的“to”、“be”、“or”和“not”的页面——那些包含 了一个确切引用的页面会只因里面的“to”不够多，就被埋没在搜索结果的深处了。

当今许多主流的Web搜索引擎用关键字位置对结果进行排位也是一样的原理。在Google 上搜索一个短语，它就会把最完美或接近完美包含匹配短语的文档放在结果的最上面， 后面是“词袋”文档。

然而，分析关键词的位置会需要额外的CPU时间，有时可能会出于性能考虑而跳过这一 步。在有些情况下，短语排位也会产生不受欢迎的、出乎意料的结果。例如，在云里搜 索标签时没有关键字位置会更好一些：要査询的tag在文档里是否相邻也没什么区别。

为了顾及灵活性，Sphinx提供了排位模式的选择。除了默认的近似度加BM25之外，还 能选用多种其他类型的方法，包括只有BM25权值的、完全禁用权值的（如果不是使用 排位做排序，它能提供很好的优化），等等。

支持属性

每一个文档都可以包含无限数目的数值属性。属性是用户指定的，能够根据特定任务的 需要包含任何额外的信息。相应的例子包括：一篇博客文章的作者ID、明细表里一个项 目的价格、一个分类ID,等等。

注］:详情参考 *[http://en.wikipedia.org/wiki/Okapi^M25](http://en.wikipedia.org/wiki/Okapi%5eM25)* 属性依靠额外的过滤、排序和对搜索结果进行分组，以提高全文搜索的效率。在理论上, 它们可以被存储在MySQL里，而在执行搜索时再取出来。但在实际应用中，如果全文 检索要从MySQL里定位几百或几千行数据（这也不算多），检索它们将慢得不可接受。

Sphinx支持两种存储属性的方式：内联到文档列表或者放在外部单独的文件里。内联要 求所有属性值要在各索引里存储多次，每当有文档ID存入就会有一次。这会增加索引 的大小，还会提升I/O数量，但也会减少RAM的使用。在外部对属性进行排序，需要 在*searchd*启动时把它们预加载到RAM里。

属性通常都能被放入RAM中，因此，常见的做法就是把它们存储在外部。这可以使过滤、 排序和分组更加快速，因为访问这些数据就相当于是一次快速的内存内査找。并且，只 有存放于外部的属性才能在运行时被更新。内联存储应该只在没有足够的空闲RAM来 存储属性数据时使用。

Sphinx也支持多值属性（MVA）。MVA的内容由一个任意长的整数值列表组成，每个整 数值对应一个文档。那些很好地利用了 MVA的例子有标签ID列表、产品的分类和访问 控制列表。

过滤

在全文捜索引擎里拥有对属性值的访问权可以让Sphinx在搜索时尽可能早地过滤和剔 除候选匹配项。从技术上说，过滤检査发生在校验完文档是否包含了所有需要的关键字 之后，但又在某个计算量很大的计算过程（例如排名）之前。因为有了这些优化，使用 Sphinx把过滤和排序整合到全文搜索里要比在Sphinx中搜索而在MySQL中过滤结果快 10〜100倍。

Sphinx支持两种类型的过滤，这与SQL里简单的WHERE条件很相似。

* 一个属性值匹配一个特定范.围内的值（跟BETWEEN子句或数值比较相似）。
* 一个属性值匹配一个特定的值集合（跟IN（）列表相似）。

如果过滤器有固定数量的值（用“集合”过滤器代替“范围”过滤器），并且这些值是 可选择的，那么，用“伪关键字”替换掉整型值，并用全文内容而非属性的方式索引， 这样是很有意义的。这同样适用于普通的数值属性和多值属性。在下文里我们会看到一 些关于如何去做的例子。

Sphinx能够使用过滤器来优化全扫描。它能记住在一小段连续的行块（默认是128行） 中的最小和最大属性值，根据过滤条件很快地丢弃掉整个块。行是按照文档ID升序存储,因此，这个优化工作最适合那些跟ID关联紧密的列。例如，如果有一个行插入时间戳, 它会随着ID一起增长，那么，在这个时间戳上做带有过滤的全扫描会非常快。

SphinxSE可插拔存储引擎

接收到来自Sphinx的全文搜索结果之后，几乎总会有一些涉及MySQL的额外工作要 做一一从最低限度来讲，Sphinx索引里没有存储的文本列的值必须从MySQL里取得。 因此，经常需要把Sphinx的搜索结果和其他MySQL表联接。

尽管可以把搜索结果里的文档ID写在一条查询语句中发送给MySQL,但是，这种方法 会导致既不太简洁也不太高效的代码。对于量非常大的场景，应该考虑使用SphinxSE, 这是一个可编译到MySQL 5.0或更新的版本里的可插拔存储引擎，也可作为一个插件加 载到MySQL 5.1或更新的版本里。

SphinxSE可以让程序员从MySQL里面査询*searchd*和访问搜索结果。用法非常简单， 只要在创建表时加上ENGINE=SPH：ENX子句（还有一个可选的CONNECTION子句，用于 Sphinx服务器不在默认路径时重新定位服务器），然后就可以在表上运行查询了。

**mysql> CREATE TABLE search\_table （**

**・> id INTEGER NOT NULL,**

**-> weight INTEGER NOT NULL,**

**-> query VARCHAR（3072） NOT NULL,**

**-> group\_id INTEGER,**

**-> INDEX（query）**

**-> ）ENGINE=SPHINX CONNECTION=nsphinx://localhost:3312/test";** Query OK, 0 rows affected （0.12 sec）

**mysql> SELECT \* FROM search\_table WHERE query=1test;mode=all' \G \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. rg \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* id: 123**

weight: 1

query: test;mode=all

group\_id: 45

1 row in set（0.00 sec）

每个SELECT以WHERE子句中的query列的方式传递给Sphinx査询。Sphinx *searchd*服 务器返回査询结果，然后SphinxSE存储引擎会把它们翻译成MySQL的结果返回给该 SELECT 语句。

其中的査询可能会包含JOIN,把别的存储引擎上的其他表联接进来。

SphinxSE支持大部分原本在API里才可用的搜索选项。你可以通过插入额外子句到查询 字符串的方式设定类似过滤和范围限制选项。

**mysql> SELECT \* FROM search\_table WHERE query='test;mode=all; -> filter=group\_id,5,7,11;maxmatches=30001;**

通过API返回的关于每一个査询和每一个词语的统计信息也可以用SHOW STATUS访问。

mysql> **SHOW ENGINE SPHINX STATUS \G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* i. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Type: SPH INX

Name: stats

Status: total: 3, total found: 3, time: 8, words: 1

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 2 row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Type: SPHINX

Name: words

Status: test：3：5

2 rows in set (0.00 sec)

EZ63> 甚至在使用SphinxSE的时候，经验法则仍然允许*searchd*执行排序、过滤和分组一一也 就是说，把所有需要的子句加到査询字符串里，而不是使用WHERE、ORDER BY和GROUP BYO这对于WHERE条件来说尤为重要，其原因是SphinxSE仅仅是*searchd*的一个客户端， 而不是一个全能的内嵌搜索库。因此，你还是要把所有东西都传递给Sphinx引擎以获得 最好的性能表现。

高级性能控制

索引和搜索操作都会显著地加重搜索服务器或数据库服务器的负担。幸运的是，有很多 设置可用以限制来自Sphinx的负载。

*indexer*的査询会引发不期望的数据库端负载，它们或者是因为使用到的锁彻底地减慢了 MySQL的运转速度，或者只是因为出现得太快而与其他并发査询竞争资源。

第一个例子就是MylSAM的一个声名狼藉的问题，当长时间的读锁定表时，会影响到其 他后续的读和写——你不能简单地在生产服务器上执行SELECT \* FROM big\_table,因 为会有干扰其他所有操作的风险。为了绕开这个问题，Sphinx提供了区间査询。与配置 单个巨大査询不同，你可以指定一个可以快速计算可索引的行底间的査询，以及另外一 个以很小的块逐批往外拉数据的査询。

sql\_query\_\_range = SELECT MIN(id),MAX(id) FROM documents sql\_range\_step = 1000 sql\_query = SELECT id, title, body FROM documents \ ~ WHERE id>=$start AND id<=$end

这个特性在对MylSAM表索引的时候非常有用，但也应该考虑到使用InnoDB表的情况。 虽然InnoDB在运行一个大数据量SELECT的时候不会锁定表，也不会延误其他査询的执 行，但是，由于它的MVCC架构,它还是会使用到很多的机器资源。1 000个多版本的事务，

每个事务会涉及1 000行数据，总开销也小于单独一个要长时间运行的涉及100万行数 据的事务。

第二种加重负载的可能发生在*indexer*能够比MySQL更快地处理数据时。在这样的情形 下，也应该使用范围查询。sql ranged throttie选项会强制*indexer*在后续的查询步骤 之间休眠给定的一段时间(以毫秒计算)，这虽然会增加索引建立的时间，但也会减轻 MySQL的负担。

如果有足够兴趣，你还可以看一个特别的案例，配置Sphinx以达到相反效果：为了缩 短索引建立时间，就将更多的负载加到MySQL上面。当*indexer*和数据库之间的连接是 100MB,行都被很好地压缩时(典型的文本数据)，MySQL的压缩协议能缩短整体的索 引时间。随之而来的是另外一个开销增加了 ：为了压缩和解压缩网络上传输的行数据， MySQL端和*indexer*端各自都会使用到更多的CPU时间。但是，整个索引时间因为减 罚曰 少了网络数据流量而能够缩短20%〜30%o

集群上的搜索偶尔也会遇到过载问题，因此,Sphinx提供了一些方法以避免*searchd*跑飞。

首先，max\_children选项可以简单地限制一下能够并发运行的査询数量，当达到极限时 告诉客户端重试。

其次，还有査询级别的限制。可以设定查询运行的时候，或者是在找到预定个数的 匹配项时就停止，或者是用完指定长度时间之后就停止。这两个条件分别通过调用 SetLimitsO和SetMaxQueryTime() API来实现。这是针对每一个査询设置的，所以， 可以确保更重要的查询总是能够彻底完成。

最后，定时运行*indexer*会引起额外I/O的突增，随之会影响到*searchd*间歇性地速度减慢。 为了防止这种情况发生，Sphinx里有相应的选项来限制*indexer*的磁盘I/O。max iops 强加了两次I/O操作之间的最小延迟时间，以确保每一秒里不会有超过max\_iops的磁盘 操作会被执行。但是，有时一个单独的操作也会很占时间，比如有一个100MB数据量 的read()调用。max\_iosize选项会处理这种情况，它可以保证每一次磁盘读或者写的 长度都被限制在指定的范围之内。更大的操作会被自动地分解成小型操作，然后，这些 小型的操作由max iops设置控制。

实际应用案例

每个描述的特性都可以在产品部署中成功找到。下面的小节回顾了几个现实的Sphinx部 署，简要描述了网站的情况和一些实现细节。

Mininova.org上的全文搜索

Mininova *(http://www.mininova.org)*是一个流行的BT种子搜索引擎，它清楚地展示了 如何“仅仅”优化全文检索。Sphinx替代了几个基于MySQL主从复制的备库内建的全 文索引的MySQL,因为它们不能很好地处理负载。替换之后，捜索服务器负载很轻； 当前平均负载在0.3〜04。

数据库规模和负载量如下。

* 网站的数据库很小，大概30万〜50万条记录，300MB〜500MB索引量。
* 网站的负载非常高：在写作本书的时候每天大约800万〜1000万次査询。

数据绝大部分是由用户提供的文件名，常常没有合适的标记符号。因为这个原因，采用 了前缀索引而不是整词索引。结果索引比不这样做要大好几倍，但仍然足够小，可以快 速地构建，并且数据可以高效地缓存。

对1 000个最频繁的査询的搜索结果在应用端缓存起来。总査询中有大概20%~30%由 缓存提供服务。由于“长尾”査询分布，缓存再大一些并不会起太多作用。

为了高可用，网站使用两个服务器和一个完整的全文索引复制服务器。索引每隔几分钟 从头重建。建索引耗时小于一分钟，因此构建更复杂的模式没有意义。

下面是从这个案例中学到的：

* 在应用中缓存结果非常有帮助。
* 巨大的缓存可能没有必要，甚至对繁忙的应用也是如此。只需要1000〜10000个条 目就足够了。
* 对于近1GB大小的数据库，简单周期性地重建索引而不是创建更复杂的模式是没有 问题的，即使对于繁忙的网站也是如此。

BoardReader.com上的全文搜索

Mininova是个负载格外高的项目案例一一数据量不是太多，但有许多对数据的査询。 BoardReader (*http://www. boardreader, com*)恰好相反：一个论坛搜索引擎，在非常大的 数据集中执行非常少量的査询。Sphinx替代了商业的全文搜索引擎，对1GB的数据集 合每次查询将需10so Sphinx可使BoardReader在数据量和査询的吞吐量上很好地扩展。

下面是一些常规信息。

* 在数据库中有10亿个文档和1.5TB的文本。
* 有大概50万个页面视图，每天的査询量在70万〜100万。

在写作本书的时候，搜索集群由6台服务器组成，每台有4个逻辑CPU （两个Xeon双 核），有16GB的RAM和0.5TB的磁盘空间。数据库本身存储在一个分开的集群上。搜 索集群只用来做索引和搜索。

6台服务器中每台有4个*searchd*实例，因此所有4个核都被使用。4个实例其中之一 聚集了其他三个上的结果。总共24个*searchd*实例。数据在它们中间平均分布。每个 *searchd*副本携带几个索引，大概超过总数据的1/24 （大约60GB）o

来自6个“第一层” *searchd*节点的搜索结果由另外一个运行在Web服务器前端的 *searchd*实例所聚集。这个实例只携带几个纯分布的索引，指向6个搜索集群服务器，但 本地并没有数据。

为什么每个节点上要有4个*searchd*实例？为什么不是每个服务器上只一个*searchd*实〈画 例，配置它运载4个索引块，自己和自己通信，就像远程服务器那样来利用多核CPU, 一如我们之前建议的那样？有四个实例而不是一个有它的好处。首先，它减少了启动时 间。有几个GB的属性数据需要预先加载到RAM中；在同一时间启动几个后台进程可 以并行执行。其次，这可增加可用性。在*searchd*失败或更新的情形下，整个索引中只 有1/24不可访问，而不是1/6。

在搜索集群的24个实例里，我们使用基于时间的分片来进一步减少负载量。许多査询 只需运行在最近的数据之上，因此，数据可以被分成3个不相交的索引集：最近一个星 期的数据、最近3个月的数据和全部数据。这些索引分布在每个实例所在服务器的几块 物理磁盘上。通过这个方法，每个实例都拥有了自己的CPU和物理磁盘驱动器，且互不 干扰。

本地的〃任务会定时更新索引，跨网络从MySQL上拉数据，但是只在本地创建索引 文件。

使用几块明确独立的“裸”磁盘被证明快于单独的RAID卷。裸磁盘能够控制哪一些文 件存储到哪块物理磁盘上，而在RAID里却不一样，控制器将决定哪一个数据块存储在 哪一块物理磁盘上。裸磁盘也能保证在不同的索引块上充分使用并行I/O,但基于RAID 的并发査询仍然受制于I/O层级。我们在此处选择的是没有冗余的RAID0,这是因为我 们不关心磁盘故障；我们可以在搜索节点很方便地重建索引。当需要提高可靠性时，也 可以使用几个RAID1 （镜像）卷提供跟裸盘相同的吞吐量。

从BoardReader那里了解到的另一个有趣的事情是Sphinx版本升级是如何执行的*。*显然， 整个集群是不可能停掉的，因此，向后兼容非常重要。幸运的是，Sphinx提供了这个功 能一一新版本的*searchd* 一般都能读出旧版本的索引文件，也总能跨网络跟旧的客户端 通信。要注意的是第一层上用来聚集搜索结果的节点对于第二层节点而言就像客户端， 而由第二层节点执行实际的大多数搜索。所以，第二层上的节点首先升级，然后是第一 层上的节点，最后才是Web前端。

在本例中学到的经验如下。

* 对于超大型数据库的格言是：分片，分片，分片，并行。
* 在大规模的搜索应用里，组织*searchd*为多层树状结构。
* 尽可能地针对全部数据的一小部分建立优化的索引。
* 明确地将文件映射到磁盘而不是依靠RAID控制器。

国＞ Sahibinden.com 对 SELECT 的优化

Sahibinden *(http://www.sahibinden.com)*是土耳其一家领先的在线拍卖网站，存在着大 量的性能问题，包括全文搜索性能。在部署了 Sphinx并对査询做了一些分析之后，我们 发现Sphinx高频执行应用相关的过滤査询，要比MySQL快许多——即使在MySQL中 有对相关列的索引。另外，运用Sphinx于非全文搜索时，可产生易于编写和支持的统一 的应用代码。

MySQL的表现不佳是因为每个单独列的选择性不足以明显地缩小搜索空间。事实上, 要创建和维护所有需要的索引几乎不可能，因为有太多的列需要它们。产品信息表大约 有100个列，从技术上讲，Web应用可能使用任一列来过滤或排序。

在这个“热门”的产品表上的插入和更新都是龟速，因为有太多的索引需要随之更新。

基于这些原因，要应付产品信息表上的所有SELECT査询，而不仅仅是全文捜索査询， Sphinx就是一个自然的选择。

网站数据库的大小和负载量如下。

* 数据库里包含了大约400 000行记录，500MB数据。
* 负载量大约是每天300万个査询。

为了模拟普通的带WHERE条件的SELECT查询，Sphinx在建索引过程中把一些特别的关 键字写在全文索引里。这些关键字都形如\_ \_CATA/ ,这里的/V可以用相应的分类ID 来代替。这个替代发生在MySQL査询中运行带CONCATO函数的索引之时，因此源数据 不会被修改。

索引需要尽可能频繁地重建。我们是固定每分钟重建一次。在多CPU环境里每次重建的 时间是9 ~ 15s,因此，早先讨论过的*main+delta*方案是不需要的。

实践证明，PHP API在解析带有大量属性的结果集时，会花费相当数量的时间（每个査 询大约7〜9ms）。通常，这个开销不会构成问题，因为全文搜索的开销，特别是在大数 据集上执行时，会高于这个解析。为了能减少这个因素的影响，索引被分隔成一对对的： “轻量”的有34个常用的属性，而“完整”的有全部99个属性。

其他可能的解决办法是使用SphinxSE或者实现一个能够把特定的列读到Sphinx里的功 能。然而，使用两个索引的方法是目前实现起来最快的，时间也是重要因素。

以下是我们从这个案例里学到的经验。 <76E

* 有时，Sphinx上的全扫描的执行效率要好过MySQL的索引读取。
* 对于选择性条件，用“伪关键字”代替属性过滤之后，全文搜索引擎能做更多的工作。
* 脚本语言里的API在某些极端但现实的条件下可能会成为桂能瓶颈。

BoardReader.com 对 GROUP BY 的优化

对BoardReader服务的改进需要统计超链接数，并且要根据关联数据创建不同的报表。 例如，报表之一就是要显示出最近一个星期来链接数排在最前面的A/个二级域名。另外 一个统计链接到指定站点例如YouTube的最前面/V个二级和三级域名。用来创建这些报 表的査询具有下列这些常见特征。

* 它们总是按域来分组的。
* 它们按每个组里的链接数排序，或者是以每个组里的唯一域名的链接数。
* 它们要处理大量的数据（接近几百万行记录），但是，最后生成的带有最佳分组的结 果集往往又很小。
* 近似的结果也能接受。

在原型测试环节里,MySQL大概花了 300s来执行这些査询。理论上，通过数据分片技术， 把它们分拆到各个服务器执行，再在应用里用人工方式聚合査询结果，还可能将这些査 询的时间优化到10s左右。但是，这需要构建一个复杂的架构，即使分片的实现也远不 是那么直接明了。

因为已经成功地使用Sphinx对搜索负载进行过分布式处理，所以，我们决定还使用 Sphinx来实现一个近似的分布式的GROUP BYO这就要求在建立索引之前预处理这些数据， 把所有感兴趣的子串转换为单独的“词语”。以下就是一个示例URL在预处理前后的样子。

source\_url = <http://my.blogger.com/my/best-post.php> processed\_url = my$blogger$com, blogger$com, my$blogger$com$my, my$blogger$com$my$best, my$blogger$com$my$best$post.php

美元符号（$）仅仅是对URL分隔符统一的替换，这样搜索就能工作在任何URL部分， 域或者路径。这种预处理能析取所有“感兴趣”的子串成为单独的关键字，这样搜索起 来是最快的。从技术上说，我们可以采用短语査询或者前缀索引，但那些都会导致更大 的索引，速度也更慢。

链接是在构建索引时预处理的，使用了特定的MySQL UDFO在这个任务里，我们还定 制了一个计算唯一性值的功能用来加速Sphinxo在此之后，我们就能把査询全部移到搜 索集群里，简单地分发，同时明显减少查询延迟。

區〉数据库的大小和负载量如下。

* 里面约有1.5亿〜2亿行记录，预处理之后会生成50-100GB数据。
* 负载是每天大概60 000-100 000个GROUP BY査询。

用于分布的GROUP BY的索引也是部署在先前我们提到的同一个搜索集群上一一有着6台 机器，24个逻辑CPU。相对存储了 1.5TB文本的数据库而言，这只是主要搜索负载的 一个零头。

Sphinx替代了 MySQL的精确、缓慢、单CPU的计算方式，转而用近似、快速、分布 式的计算方式。所有会引入近似错误的因素都会存在：输入数据常稱包含太多的行，以 至于无法放入“排序缓冲区”里（我们使用的是一个固定的10万行的RAM）,我们使 用了 COUNT（DISTINCT）,结果集是通过网络聚合的。除此以外，对于结果集里的前10〜 1000组一一这常常是报表实际所需的一一能够有99%〜100%的准确率。

索引的数据跟普通全文搜索用的数据很不一样。它里面有巨额的文档和关键字，尽管文 档都非常小。文档的编号也是非连续的，因为它使用的是一种特殊的编号约定（综合了 源服务器、源表和主键），因而无法用32位来存储。巨大数量的搜索“关键字”也会引 发频繁的CRC32冲突（Sphinx用CRC32把关键字映射到内部词语的ID）。因为这些原因， 我们只能被迫在内部到处使用64位的标识符。

系统目前的性能很让人满意。对于最复杂的域名,完成一次查询的时间通常是0.1〜1.0so

以下就是从这个案例里学到的经验。

* 对于GROUP BY査询，可以牺牲掉一些精度以获取更快的速度。
* 对于大量文本的集合或者适当大小的特殊数据集，可能要用64位标识符。

Grouply.com对联接査询的优化

Grouply *（http://www.grouply.com）*构建了一个基于Sphinx的解决方案来搜索几百万行 的标签信息数据库，其中利用了 Sphinx的MVA支持。为了高可扩展性，数据库被分解

到许多物理服务器上，因而对跨不同服务器的表的査询是必需的。然而任意大规模的联

接是不可能的，因为会有太多的服务器、数据库和表参与执行。

Grouply使用Sphinx的MVA特性来存储消息标签。标签列表通过PHP的API从Sphinx 集群中获取。这替代了从MySQL服务器来的多个顺序的SELECT同时，为了减少SQL <3亙］ 査询的数量，某些特定用于展现的数据（例如，最后读取消息的一小部分用户的列表） 同样存储在单独的MVA属性中，并且通过Sphinx访问。

这里有两项创新点：使用了 Sphinx预先构建JOIN结果，并且使用分布式功能合并了分 散在各个数据块上的数据。只使用MySQL是不可能做到这些的。高效的归并要求数据 能够分拆到尽可能少的物理服务器和表上，但这又会损害可扩展性和可扩充性。

从本案例中学到的经验如下。

* Sphinx能够用于有效地聚合高度分区化的数据。.
* MVA能够用于存储和优化预先构建的JOIN结果。

总结

在本附录里，我们只是简要地讨论了 Sphinx全文捜索系统。为了缩短篇幅，我们特意略 过了关于Sphinx其他许多功能特性的讨论，例如对HTML索引的支持、对MylSAM有 更好支持的范围搜索、词法和同义词的支持、前缀和中缀索引以及CJK索引。不过，这 个附录应该已经给了你一些关于Sphinx如何高效解决真实世界各种问题的启发。它并不 限于做全文搜索，还能解决许多传统SQL的老难题。

Sphinx既不是一颗银弹，也不是MySQL的一个替代品，但是在许多应用案例里（对于 现代Web应用已经变得很常见），它可以被当作MySQL很有用的补充。你可以简单地 用它来减轻一些工作的负担，甚至为你的应用创造新的可能性。

你可以从*http://www.sphinxsearch.com*下载Sphinx,另夕卜，别忘记分享你自己的使用心得。
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archiving, 478, 509 backing up nonobvious, 629 changes on the replica, 500 consistency, 632 deduplication, 631 dictionary, 356 distribution, 448 fragmentation, 197 loss, avoiding, 553 optimizing access to, 202-207 scanning, 269 sharding, 533-547, 565, 755 types, 115

volume of and search engine choice, 27 Data Definition Language (DDL), 11 Data Recovery Toolkit, 195 data types

BIGINT, 117

BIT, 127

BLOB, 21, 121, 375

CHAR, 120 DATETIME, 117, 126 DECIMAL, 118 DOUBLE, 118

ENUM, 123,130,132, 282

FLOAT, 118 GEOMETRY, 157 INT, 117

LONGBLOB, 122

LONGTEXT, 122 MEDIUMBLOB, 122 -

MEDIUMINT, 117 MEDIUMTEXT, 122

RANGE COLUMNS, 268 SET, 128, 130 SMALLBLOB, 122 SMALLINT, 117 SMALLTEXT, 122 TEXT, 21,121, 375 TIMESTAMP, 117, 126, 631 TINYBLOB, 122 TINYINT, 117

TINYTEXT, 122

VARCHAR, 119,124,131,513 data=journal option, 433 data=ordered option, 433 data=writeback option, 433

Database as a Service (DBaaS), 589, 600 database servers, 393

Database Test Suite, 52

Date, C. J., 255

DATETIME type, 117,126

DBaaS (Database as a Service), 589, 600 dbShards, 547, 549 dbt2 tool, 52, 61

DDL (Data Definition Language), 11 deadlocks, 9

Debian, 683

debug symbols, 99 debugging locks, 735-744 DECIMAL type, 118 deduplication, data, 631 "degraded” mode, 485 DELAYED hint, 239 delayed key writes, 19 delayed replication, 654 DELETE command, 267, 278 delimited file backups, 638, 651 DeNA, 618 denormalization, 133-136 dependencies on nonreplicated data, 501 derived tables, 238, 277, 725 DETERMINISTIC variable, 284 diagnostics, 92

capturing diagnostic data, 97-102 case study, 102-110

single-query versus server-wide problems,

93-96

differential backups, 630

directioO function, 362

directory servers, 542

dirty reads, 8

DISABLE KEYS command, 143, 313 disaster recovery, 622 disk queue scheduler, 434 disk space, 511

disruptive innovations, 31

DISTINCT queries, 135, 219, 244

distributed (XA) transactions, 313

distributed indexes, 754

distributed memory caches, 613

distributed replicated block device (DRBD), 494, 568, 574, 581

distribution master and replicas, 474

DNS (Domain Name System), 556, 559,572, 584

document pointers, 306

Domain Name System (DNS), 556, 559, 572, 584

DorsalSource, 683

DOUBLE type, 118 doublewrite buffer, 368, 412 downtime, causes of, 568

DRBD (distributed replicated block device), 494, 568, 574, 581

drinking from the fire hose, 211

Drizzle, 298, 682

DROP DATABASE command, 624

DROP TABLE command, 28, 366, 573, 652

DTrace, 431

dump and import conversions, 28 duplicate indexes, 185-187 durability, 7

DVD-ROM applications, 27 dynamic allocation, 541-543 dynamic optimizations, 216 dynamic SQL, 293, 335-337
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early termination, 218

EBS (Elastic Block Store), Amazon, 589, 595

EC2 (Elastic Compute Cloud), 589, 595-598 edge side (ESI), 608

Elastic Block Store (EBS), Amazon, 589, 595

Elastic Compute Cloud (EC2), Amazon, 589, 595-598

embedded escape sequences, 301 eMLC (enterprise MLC), 402 ENABLE KEYS command, 313 encryption overhead, avoiding, 716 end\_log\_pos, 635

"Enterprise Backup, MySQL, 457,624,627,631, 658

enterprise MLC (eMLC), 402

Enterprise Monitor, MySQL, 80, 670 ENUM type, 123, 130,132, 282 equality propagation, 219, 234 errors

404 error, 614, 617

from data corruption or loss, 495-498

ERROR 1005,129

ERROR 1168, 275

ERROR 1267, 300

escape sequences, 301 evaluation order, 253

Even Faster Websites (Souders), 608 events, 282, 288 exclusive locks, 4

exec\_time, 636

EXISTS operator, 230, 232 expire\_logs\_days variable, 381, 464, 624, 636

EXPLAIN command, 89,165, 182, 222, 272, 277, 719-733

explicit allocation, 543 explicit invalidation, 614

explicit locking, 11 external XA transactions, 315 extra column, 732

Facebook, 77, 408,592 fadvise() function, 626 fallback, 582 failover, 449,582, 585 failures, mean time between, 570 Falcon storage engine, 22 fallback, 582 fast warmup feature, 351 FathomDB, 602

FCP (Fibre Channel Protocol), 422 fdatasyncO function, 362 Federated storage engine, 20 Fedora, 683 fencing, 584 fetching mistakes, 203

Fibre Channel Protocol (FCP), 422 FIELDQ function, 124,128 FILE () function, 600

FILE I/O, 702

files

consistency of, 633 copying, 715 descriptors, 690 transferring large, 715-718 filesort, 226, 377 filesystems, 432-434, 573, 640-648 filtered column, 732 filtering, 190, 466, 564, 750, 761 fincore tool, 353

FIND\_IN\_SET() function, *128*

fire hose, drinking from the, 211

FIRST() function, 255

first-write penalty, 595

Five Whys, 571

fixed allocation, 541-543

flapping, 583

flash storage, 400-414

Flashcache, 408-410

Flexviews tools, 138, 280

FLOAT type, 118

FLOOR() function, 260

FLUSH LOGS command, 492, 630

FLUSH QUERY CACHE command, 325

FLUSH TABLES WITH READ LOCK command, 355, 370, 490, 494, 626, 644

flushing algorithm, InnoDB, 412

flushing binary logs, 663

flushing log buffer, 360, 703

flushing tables, 663

FOR UPDATE hint, 240

FORCE INDEX hint, 240 foreign keys, 129, 281, 329

Forge, MySQL, 667, 710

FOUND\_ROWS() function, 240

fractal trees, 22, 158 fragmentation, 197, 320, 322, 324 free space fragmentation, 198

FreeBSD, 431, 640

“freezes”, 69 frequency scaling, 392

.frm file, 14,142, 354, 711

FROM\_UNIXTIME() function, 126 fsync() function, 314, 362, 368, 656, 693 full-stack benchmarking, 37, 51 full-text searching, 157, 305-313, 479 on BoardReader.com, 765 Boolean full-text searches, 308 collection, 306 on Mininova.org, 764 parser plugins, 297 Sphinx storage engine, 749 functional partitioning, 531, 564 furious flushing, 49, 704, 706

Fusion-io, 407

Galbraith, Patrick, 296

Galera, 549, 577, 579

Ganglia, 670 garbage collection, 401 GDB stack traces, 99 gdb tool, 99-100 general log, 81

GenieDB, 549, 551

Gentoo, 683

GEOMETRY type, 157 geospatial searches, 25,157, 262 GET\_LOCK() function, 256, 288 get\_name\_from\_id() function, 613

Gladwell, Malcom, 571 glibc libraries, 348 ‘ global locks, 736, 738 global scope, 333 global version/session splits, 558 globally unique IDs (GUIDs), 545 gnuplot, 49, 96

Goal (Goldratt), 526, 565

Goal-Driven Performance Optimization white paper, 70

GoldenGate, Oracle, 516

Goldratt, Eliyahu M., 526, 565

Golubchik, Sergei, 298

Graphite, 670 great-circle formula, 259

GREATESTO function, 254 grep, 638

Grimmer, Lenz, 659

Groonga storage engine, 23

Groundwork Open Source, 669

GROUP BY queries, 135, 137,163, 244, 312, 752

group commit, 314

Grouply.com, 769 GROUP.CONCATQ function, 230 Guerrilla Capacity Planning (Gunther), 525, 565

GUID values, 545

Gunther, Neil J., 525, 565 gunzip tool, 716 gzip compression, 609, 716, 718

Hadoop, 620

handler API, 228

handler operations, 228, 265, 690

HandlerSocket, 618

HAProxy, 556

hard disks, choosing, 398

hardware and software RAID, 418 hardware threads, 388 hash codes, 152 hash indexes, 21, 152 hash joins, 234

Haversine formula, 259

header, 693

headroom, 573

HEAP tables, 20 heartbeat record, 487 HEX() function, 130

Hibernate Core interfaces, 547

Hibernate Shards, 547

high availability

achieving, 569-572

avoiding single points of failure, 572-581 defined, 567

failover and fallback, 581-585

High Availability Linux project, 582 high bits, 506

High Performance Web Sites (Souders), 608 high throughput, 389

HIGH\_PRIORITY hint, 238

hit rate, 322

HiveDB, 547

hot data, segregating, 269

“hot” online backups, 17

How Complex Systems Fail (Cook), 571

HTTP proxy, 585 http\_load tool, 51, 54 Hutchings, Andrew, 298

Hyperic HQ, 669 hyperthreading, 389

I/O

benchmark, 57

InnoDB, 357-363

MylSAM, 369-371 performance, 595 slave thread, 450

I/O-bound machines, 443

laaS (Infrastructure as a Service), 589

.ibd files, 356, 366, 648

Icinga, 668

id column, 723 identifiers, choosing, 129-131 idle machine's vmstat output, 444

IF() function, 254

IfP (instrumentation-for-php), 78 IGNORE INDEX hint, 165, 240 implicit locking, 11

IN() function, 190-193, 219, 260 incr() function, 546 incremental backups, 630 .index files, 464 index-covered queries, 178-181 indexer, Sphinx, 756 indexes

benefits of, 158 case study, 189-194 clustered, 168-176 covering, 177-182 and locking, 188 maintaining, 194-198 merge optimizations, 234 and mismatched PARTITION BY, 270 MylSAM storage engine, 143 order of columns, 165-168 packed (prefix-compressed), 184 reducing fragmentation, 197 redundant and duplicate, 185-187 and scans, 182-184, 269 statistics, 195, 220 strategies for high performance, 159-168 types of, 148-158 unused, 187

INET\_ATON() function, 131 INET\_NTOA() function, 131 InfiniDB, Calpont, 23 info() function, 195

Infobright, 22, 28,117, 269 INFORMATION\_SCHEMA tables, 14,110, 297, 499, 742-744 infrastructure, 617

Infrastructure as a Service (laaS), 589 Ingo, Henrik, 515, 683 inner joins, 216

Innobase Oy, 30 InnoDB, 13, 15

advanced settings, 383-385 buffer pool, 349, 711 concurrency configuration, 372 crash recovery, 655-658 data dictionary, 356, 711 data layout, 172-176

Data Recovery Toolkit, 195 and deadlocks, 9 and filesystem snapshots, 644646 flushing algorithm, 412 Hot Backup, 457, 658 I/O configuration, 357-363, 411 lock waits in, 740-744 log files, 411 and query cache, 326 release history, 16 row locks, 188 tables, 710, 742 tablespace, 364 transaction log, 357, 496 InnoDB locking selects, 503 innodb variable, 383 InnoDB-specific variables, 692 innodb\_adaptive\_checkpoint variable, 412 innodb\_analyze\_is\_persistent variable, 197, 356 innodb\_autoinc\_lock\_mode variable, 177, 384 innodb\_buffer\_pool\_instances variable, 384 innodb\_buffer\_pool\_size variable, 348 innodb\_commit\_concurrency variable, 373 innodb\_concurrency\_tickets variable, 373 innodb\_data\_file\_path variable, 364 innodb\_data\_home\_dir variable, 364 innodb\_doublewrite variable, 368 innodb\_file\_io\_threads variable, 702 innodb\_file\_per\_table variable, 344, 362, 365, 414, 419, 648, 658 innodb\_flush\_log\_at\_trx\_commit variable, 360, 364, 369, 418, 491, 508 innodb\_flush\_method variable, 344, 361, 419, 437 innodb\_flush\_neighbor\_pages variable, 412 innodb\_force\_recovery variable, 195, 657 innodb\_io\_capacity variable, 384, 411 innodb\_lazy\_drop\_table variable, 366 innodb\_locks\_unsafe\_for\_binlog variable, 505, 508 innodb\_log\_buffer\_size variable, 359 innodb\_log\_files\_in\_group variable, 358 innodb\_log\_file\_size variable, 358 innodb\_max\_dirty\_pages\_pct variable, 350 innodb\_max\_purge\_lag variable, 367 innodb\_old\_blocks\_time variable, 385 innodb\_open\_files variable, 356

innodb\_overwrite\_relay\_log\_info variable,

383

innodb\_read\_io\_threads variable, 385, 702 innodb\_recovery\_stats variable, 359 innodb\_stats\_auto\_update variable, 197 innodb\_stats\_on\_metadata variable, 197, 356 innodb\_stats\_sample\_pages variable, 196 innodb\_strict\_mode variable, 385 innodb\_support\_xa variable, 314, 330 innodb\_sync\_spin\_loops variable, 695 innodb\_thread\_concurrency variable, 101, 372

innodb\_thread\_sleep\_delay variable, 372 innodb\_use\_sys\_stats\_table variable, 197, 356 innodb\_version variable, 742 innodb\_write\_io\_threads variable, 385, 702 innotop tool, 500, 672, 693

INSERT ... SELECT statements, 28, 240, 488,

503

insert buffer, 413, 703

INSERT command, 267, 278

INSERT ON DUPLICATE KEY UPDATE

command, 252, 682

insert-to-select rate, 323

inspecting server status variables, 346

INSTEAD OF trigger, 278

instrumentation, 73 instrumentation-for-php (IfP), 78

INT type, 117

integer computations, 117

integer types, 117, 130

Intel X-25E drives, 404

Intel Xeon X5670 Nehalem CPU, 598 interface tools, 665

intermittent problems, diagnosing, 92 capturing diagnostic data, 97-102 case study, 102-110

single-query versus server-wide problems,

93-96

internal concurrency issues, 391

internal XA transactions, 314

intra-row fragmentation, 198

introducers, 300

invalidation on read, 615

ionice, 626

iostat, 438-442, 591, 646

IP addresses, 560, 584

IP takeover, 583

ISNULLQ function, 254

isolating columns, 159

isolation, 7

iterative optimization by benchmarking, 338

JMeter, 51

joins, 132, 234 decomposition, 209 execution strategy, 220 JOIN queries, 244 optimizers for, 223-226 journaling filesystems, 433 Joyent, 589

Karlsson, Anders, 510

Karwin, Bill, 256 Keep-Alive, 608 key block size, 353 key buffers, 351 key column, 729 key\_buffer\_size variable, 335, 351 key\_len column, 729

Kohntopp, Kristian, 252

Kyte, Tom, 76

L-values, 250

lag, 484, 486, 507-511

Lahdenmaki, Tapio, 158, 204

LAST() function, 255

LAST\_INSERT\_ID() function, 239 latency, 38, 398, 576

LATEST DETECTED DEADLOCK, 697

LATEST FOREIGN KEY ERROR, 695 Launchpad, 64 lazy UNIONS, 254

LDAP authentication, 298

Leach, Mike, 158, 204

LEAST() function, 254

LEFT JOIN queries, 219

LEFT OUTER JOIN queries, 231 left-deep trees, 223

Leith, Mark, 712

LENGTHO function, 254, 304 lighttpd, 608

lightweight profiling, 76

LIMIT query, 218, 227, 246

limited replication bandwidth, 511

linear scalability, 524

ulint checking”，249

Linux Virtual Server (LVS), 449, 556, 560

Linux-HA stack, 582 linuxthreads, 435 Little's Law, 441 load balancers, 561 load balancing, 449, 555-565

LOAD DATA FROM MASTER command,

457

LOAD DATA INFILE command, 79,301,504, 508,511,600, 651

LOAD INDEX command, 272,352

LOAD TABLE FROM MASTER command,

457

LOAD\_FILE() function, 281

local caches, 612

local shared-memory caches, 613 locality of reference, 393 lock contention, 503

LOCK IN SHARE MODE command, 240

LOCK TABLES command, 11, 632

lock time, 626

lock waits, 735, 740-744 lock-all-tables variable, 457 lock-free InnoDB backups, 644 locks

debugging, 735-744

granularities, 4 implicit and explicit, 11 .

read/write, 4

row, 5

table, 5

log buffer, 358-361

log file coordinates, 456

log file size, 344,358-361, 411

log positions, locating, 492

log servers, 481, 654

log threads, 702

log, InnoDB transaction, 703 logging, 10, 25

logical backups, 627, 637-639, 649-651 logical concurrency issues, 391 logical reads, 395

logical replication, 460

logical unit numbers (LUNs), 423 log\_bin variable, 458

log\_slave\_updates variable, 453,465,468,511, 635

LONGBLOB type, 122 LONGTEXT type, 122 . lookup tables, 20 loose index scans, 235 lost time, 74 low latency, 389 LOW.PRIORITY hint, 238 Lua language, 53 Lucene, 313

LucidDB, 23

LUNs (logical unit numbers), 423 LVM snapshots, 434, 633, 640-648 Ivremove command, 643

LVS (Linux Virtual Server), 449, 556, 560 Izo, 626
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Maatkit (see Percona Toolkit) maintenance operations, 271 malloc() function, 319 manual joins, 606 mapping tables, 20 MariaDB, 19, 484, 681 master and replicas, 468, 474, 564 master shutdown, unexpected, 495 master-data variable, 457 master-master in active-active mode, 469 master-master in active-passive mode, 471 master-master replication, 473, 505 master.info file, 459, 464, 489, 496 Master\_Log\_File, 491 MASTER\_POS\_WAIT() function, 495, 564 MATCHO function, 216, 306,307, 311 materialized views, 138, 280 Matsunobu, Yoshinori, 581

MAX() function, 217, 237, 292

Maxia, Giuseppe, 282, 456, 512, 515, 518, 667

maximum system capacity, 521, 609 max\_allowed\_packet variable, 381 max\_connections setting variable, 378 max\_connect\_errors variable, 381 max\_heap\_table\_size setting variable, 378 mbox mailbox messages, 3 MBRCONTAINSO function, 157 McCullagh, Paul, 22

MD5() function, 53, 130,156, 507 md5sum, 718 mean time between failures (MTBF), 569 mean time to recover (MTTR), 569-572, 576, 582, 586

measurement uncertainty, 72 MEDIUMBLOB type, 122 MEDIUMINT type, 117 MEDIUMTEXT type, 122 memcached, 533, 546, 613, 616 Memcached Access, 618 memory

allocating for caches, 349 configuring, 347-356 consumption formula for, 341 InnoDB buffer pool, 349 InnoDB data dictionary, 356 limits on, 347 memory-to-disk ratio, 397 MylSAM key cache, 351-353 per-connection needs, 348 pool, 704

reserving for operating system, 349 size, 595

Sphinx RAM, 751 table cache, 354 thread cache, 353

Memory storage engine, 20 Merge storage engine, 21 merge tables, 273-276 merged read and write requests, 440 mget() call, 616

MHA toolkit, 581 middleman solutions, 560-563, 584 migration, benchmarking after, 46 Millsap, Cary, 70, 74, 341

MIN() function, 217, 237, 292 Mininova.org, 764 mk-parallel-dump tool, 638 mk-parallel-restore tool, 638 mk-query-digest tool, 72 mk-slave-prefetch tool, 510 MLC (multi-level cell), 402, 407 MMM replication manager, 572, 580 mod\_log^cohfig variable, 79 MonetDB, 23

Monitis, 67] monitoring tools, 667-676 MONyog, 671 mpstat tool, 438

MRTG (Multi Router Traffic Grapher), 430,

669

MTBF (mean time between failures), 569 mtop tool, 672

MTTR (mean time to recovery), 569-572,576, 582,586

Mulcahy, Lachlan, 659

Multi Router Traffic Grapher (MRTG), 430, 669

multi-level cell (MLC), 402, 407 multi-query mechanism, 753 multicolumn indexes, 163 multiple disk volumes, 427 multiple partitioning keys, 537 multisource replication, 470, 480 multivalued attributes, 757, 761 Munin, 670

MVCC (multiversion concurrency control), 12,
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my.cnf file, 452, 490, 501 .MYD file, 371, 633, 648 mydumper, 638, 659 .MYI file, 633, 648 MylSAM storage engine, 17 and backups, 631 concurrency configuration, 18, 373 and COUNTO queries, 242 data layout, 171 delayed key writes, 19 indexes, 18,143 key block size, 353 key buffer/cache, 351-353, 690 performance, 19 tables, 19, 498

myisamchk, 629

myisampack, 276

mylvmbackup, 658, 659

MySQL

concurrency, 371-374 configuration mechanisms, 332-337 development model, 33 GPL-licensing, 33 logical architecture, 1 proprietary plugins, 33 Sandbox script, 456, 481 version history, 29-33,182, 188

MySQL 5.1 Plugin Development (Golubchik & Hutchings), 298

MySQL Benchmark Suite, 52, 55

MySQL Cluster, 577

MySQL Enterprise Backup, 457,624,627,631, 658

MySQL Enterprise Monitor, 80, 670

MySQL Forge, 667, 710

MySQL High Availability (Bell et al.), 519

MySQL Stored Procedure Programming (Harrison & Feuerstein), 282

MySQL Workbench Utilities, 665 mysql-bin.index file, 464 mysql-relay-bin.index file, 464 mysqladmin, 666, 686

mysqlbinlog tool, 460, 481, 492, 654 mysqlcheck tool, 629, 666

mysqld tool, 99,344 mysqldump tool, 456, 488, 623, 627, 637, 660 mysqlhotcopy tool, 658

mysqlimport tool, 627, 651 mysqlslap tool, 51

mysql\_query() function, 212, 292 mysql\_unbuffered\_query() function, 212 mytop tool, 672
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Nagios, 668

Nagios System and Network Monitoring (Barth), 643, 668

name locks, 736, 739

NAS (networkrattached storage), 422-427

NAT (network address translation), 584 Native POSIX Threads Library (NPTL), 435 natural identifiers, 134

natural-language full-text searches, 306

NDB API, 619

NDB Cluster storage engine, 21,535,549,550, 576

nesting cursors, 290

netcat, 717

network address translation (NAT), 584 network configuration, 429-431 network overhead, 202

network performance, 595 network provider, reliance on single, 572 network-attached storage (NAS), 422-427 New Relic, 77, 671

next-key locking, 17

NFS, SAN over, 424

Nginx, 608, 612

nice, 626

nines rule of availability, 567 Noach, Shlomi, 187, 666, 687, 710 nodes, 531,538 non-SELECT queries, 721 nondeterministic statements, 499 nonrepeatable reads, 8 nonreplicated data, 501 nonsharded data, 538 nontransactional tables, 498 nonunique server IDs, 500 nonvolatile random access memory (NVRAM),
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normalization, 133-136

NOT EXISTSO queries, 219, 232

NOT NULL, 116, 682 NOW() function, 316

NOW\_USEC() function, 296, 513 NPTL^Native POSIX Threads Library), 435 NULL, 116,133, 270 null hypothesis, 47

NULLIF0 function, 254

NuoDB, 22

NVRAM (nonvolatile random access memory),

400
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object versioning, 615 object-relational mapping (ORM) tool, 131,

148, 606

OCZ, 407

OFFSET variable, 246

OLTP (online transaction processing), 22, 38,

59, 478, 509, 596 on-controller cache (see RAID) on-disk caches, 614 on-disk temporary tables, 122 online transaction processing (OLTP), 22, 38,

59, 478, 509, 596 open() function, 363 openark kit, *666* opened tables, 355 opening and locking partitions, 271 OpenNMS, 669 operating system choosing an, 431 how to select CPUs for MySQL, 388 optimization, 387 status of, 438-444 what limits performance, 387 oprofile tool, 99-102, 111

Opsview, 668 optimistic concurrency control, 12 optirtiization, 3

(see also application-level optimization) (see also query optimization) BLOB workload, 375

DISTINCT queries, 244 filesort, 377 full-text indexes, 312

GROUP BY queries, 244, 752, 768 JOIN queries, 244

LIMIT and OFFSET, 246 OPTIMIZE TABLE command, 170, 310, 501

optimizer traces, 734 optimizer\_prune\_level, 240 optimizer\_search\_depth, 240 optimizer\_switch, 241 prepared statements, 292 queries, 272 query cache, 327 query optimizer, 215-220 RAID performance, 415-417 ranking queries, 250 selects on Sahibinden.com, 767 server setting optimization, 331 sharded JOIN queries on Grouply.com, 769

for solid-state storage, 410-414 sorts, 193

SQL\_CALC\_FOUND\_ROWS variable, 248

subqueries, 244 TEXT workload, 375 through profiling, 72-75, 91 UNION variable, 248
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DELAYED, 239

FOR UPDATE, 240 FORCE INDEX, 240 HIGH\_PRIORITY, 238 IGNORE INDEX, 240 LOCK IN SHARE MODE, 240 LOW\_PRIORITY, 238 SQL\_BIG\_RESULT, 239 SQL\_BUFFER\_RESULT, 239 SQL\_CACHE, 239

SQL\_CALC\_FOUND\_ROWS, 239

SQL\_NO\_CACHE, 239 SQL\_SMALL\_RESULT, 239 STRAIGHTJOIN, 239 USE INDEX, 240 limitations of

correlated subqueries, 229-233

equality propogation, 234

hash joins, 234

index merge optimizations, 234

loose index scans, 235

MIN() and MAX(), 237 parallel execution, 234 SELECT and UPDATE on the Same

Table, 237

UNION limitations, 233

query, 214-227

complex queries versus many queries,
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COUNTQ aggregate function, 241

join decomposition, 209 limitations of MySQL, 229-238 optimizing data access, 202-207 reasons for slow queries, 201 restructuring queries, 207-209 Optimizing Oracle Performance (Millsap), 70, 341

options, 332 OQGraph storage engine, 23 Oracle Database, 408

Oracle development milestones, 33

Oracle Enterprise Linux, 432 Oracle GoldenGate, 516

ORDER BY queries, 163, 182, 226, 253 order processing, 26

ORM (object-relational mapping), 148, 606 OurDelta, 683

out-of-sync replicas, 488 OUTER JOIN queries, 221 outer joins, 216 outliers, 74 oversized packets, 511 O.DIRECT variable, 362 O\_DSYNC variable, 363

Pacemaker, 560, 582

packed indexes, 184

packed tables, 19

PACICKEYS variable, 184

page splits, 170 paging, 436

PAM authentication, 298 parallel execution, 234 parallel result sets, 753 parse tree, 3 parser, 214

PARTITION BY variable, 265, 270 partitioning, 415

across multiple nodes, 531

how to use, 268

keys, 535

with replication filters, 564 sharding, 533-547, 565, 755 tables, 265-276, 329 types of, 267

passive caches, 611

Patricia tries, 158

PBXT, 22

PCIe cards, 400, 406

Pen, 556

per-connection memory needs, 348 per-connection needs, 348 percentO function, *676*

percentile response times, 38 Percona InnoDB Recovery Toolkit, 657 Percona Server, 598, 679, 711

BLOB and TEXT types, 122

buffer pool, 711 bypassing operating system caches, 344 corrupted tables, 657

doublewrite buffer, 411 enhanced slow query log, 89 expand\_fast\_index\_creation, 198 extended slow query log, 323, 330 fast warmup features, 351, 563,598 FNV640 function, 157

HandlerSocket plugin, 297

idle transaction timeout parameter, 744 INFORMATION\_SCHEMA.INDEX\_STA TISTICS table, 187 innobd\_use\_sys\_stats\_table option, 197 InnoDB online text creation, 144 innodb\_overwrite\_relay\_log\_info option, 383

innodb\_read\_io\_threads option, 702 innodb\_recovery\_stats option, 359 innodb\_use\_sys\_stats\_\_table option, 356

innodb\_write\_io\_threads option, 702 larger log files, 411 lazy page invalidation, 366 limit data dictionary size, 356, 711 mutex issues, 384 mysqldump, 628 object-level usage statistics, 110 query-level instrumentation, 73 read-ahead, 412 replication, 484, 496, 508, 516 slow query log, 74, 80, 84, 89, 95 stripping query comments, 316 temporary tables, 689, 711 user statistics tables, 711 Percona Toolkit, *666*

Aspersa, 666 Maatkit, 658, 666 mk-parallel-dump tool, 638 mk-parallel-restore tool, 638 mk-query-digest tool, 72 mk-slave-prefetch tool, 510 pt-archiver, 208, 479, 504, 545, 553 pt-collect, 99, 442 pt-deadlock-logger, 697 pt-diskstats, 45, 442 pt-duplicate-key-checker, 187 pt-fifo-split, 651 pt-find, 502 pt-heartbeat, 476, 487, 492, 559 pt-index-usage, 187 pt-kill, 744 pt-log-player, 340 pt-mext, 347, 687 pt-mysql-summary, 100,103,347, 677 pt-online-schema-change, 29 pt-pmp, 99,101, 390 pt-query-advisor, 249 pt-query-digest, 375, 507, 563 extracting from comments, 79 profiling, 72-75 query log, 82工84 slow query logging, 90, 95, 340 pt-sift, 100, 442 pt-slave-delay, 516, 634 pt-slave-restart, 496 pt-stalk, 98, 99, 442 pt-summary, 100, 103, 677 pt-table-checksum, 488, 495, 519, 634 pt-table-sync, 489
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pt-upgrade, 187, 241, 570, 734 pt-visual-explain, 733

Percona tools, 52, 64-66,195

Percona XtraBackup, 457, 624, 627, 631, 648,
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Percona XtraDB Cluster, 516, 549, 577-580,
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performance optimization, 69-72,107 plotting metrics, 49 profiling, 72-75 SAN, 424 views and, 279

Performance Schema, 90

Perl scripts, 572
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PHP profiling tools, 77 phpMyAdmin tool, 666 phrase proximity ranking, 759 phrase searches, 309 physical reads, 395 physical size of disk, 399 pigz tool, 626 "pileups”, 69

Pingdom, 671

pinging, 606, 689

Planet MySQL blog aggregator, 667 planned promotions, 490 plugin-specific variables, 692 plugins, 297
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master-master in active-active mode, 469 master-master in active-passive mode, 471 master-master with replicas, 473 measuring lag, 486 monitoring, 485 other technologies, 516 problems and solutions, 495-512 problems solved by, 448 promotions of replicas, 491, 583 recommended configuration, 458 replica consistency with master, 487

replication files, 463

resyncing replica from master, 488 ring, 473
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SHOW RELAYLOG EVENTS command, 708
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phrase proximity ranking, 759 searching, 746-748 special features, 759-764 SphinxSE, 756, 759, 761, 767 support for attributes, *760* typical partition use, 758
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\*\*\* ###easy### TPC-C Data Loader \*\*\*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

<Parameters>

[server]: localhost

[port]: 3306

[DBname]: tpcc5

[user]: username

[pass]: p4ssword

[warehouse]: 5

TPCC Data Load Started...

Loading Item

5000 10000 15000

[output snipped for brevity]

Loading Orders for D=10, W= 5

1000

1. CLIENT\_STATISTICS |

   I INDEX\_STATISTICS I

   I TABLEJTATISTICS |

   I THREAD\_STATISTICS - |

   I USER\_STATISTICS |

   + +

   这里我们不会详细地演示针对这些表的所有有用的査询，但有几个要点要说明一下：

   • 可以査找使用得最多或者使用得最少的表和索引，通过读取次数或者更新次数，或

   者两者一起排序。 [↑](#footnote-ref-2)